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GigaVUE-FM and GigaVUE-OS
Administration

This guide describes how to get started and administer the GigaVUE-FM and GigaVUE—OS®

Fabric Manager (GigaVUE-FM) and GigaVUE-OS.

Featured Content:

e Administer GigaVUE-FM

e Administer GigaVUE Nodes

» Software Licensing Reference

¢ GigaVUE-FM CLI Commands

e Mapping of SNMP Traps with GigaVUE-FM Events and Alarms
¢ GigaVUE® Fabric Management Events

» Corrective Actions for GigaVUE-FM Alarms

¢ GigaVUE-FM CLI Commands

GigaVUE-FM and GigaVUE-OS Administration
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Administer GigaVUE-FM

Featured topics:

« Authentication

« Tags

» Rolesand Users
«  Alarms

« Events

« All Audit Logs

« Tasks

= Reports

=  System

Authentication

This chapter describes how to configure authentication and authorization settings for
GigaVUE-FM.

This section covers of the following main topics:
« Overview of Authentication
«  User Management
« RBAC
« Single Sign-on
« Authentication Type

=  RADIUS
= TACACS+
= LDAP

« Assign Groups with External Authentication Servers
« Configure User Groups in External Authentication Servers

Overview of Authentication

Authentication pages are used to configure authentication and authorization settings for
GigaVUE-FM. To view the authentication pages:

1. On the left navigation pane, cIick and select Authentication.

Administer GigaVUE-FM 1
Authentication
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&) GigaVUE-FM

M SETTINGS
> Tasks

é’ Reports

v Authentication
E I User Management
RBAC
Authentication Type
High Availability
Tags

> System

SUPPORT
API Reference
App Protobook
About

User Management

Username

> admin

Go to page:

- Name

1

Users

. Email

System Adm...

Roles

 Roles

Qa 2 4 6 06
User Groups

Add Actions ¥

Expand All Collapse All
| Resources . Member of G... | ®

1 1 show all 1

Total Records: 1

The following table describes the pages available when Authentication is selected from the

left navigation pane.

Page Description

User Manage local user accounts. From here, you can add new accounts, edit existing accounts,

Management or delete users. Refer to User Management for details.

RBAC Controls RBAC mode to decide if the user's privileges are controlled by GigaVUE-FM or the
managed device. Refer to RBAC for details.

Authentication Use to configure authentication methods. GigaVUE-FM can authenticate users against the

Type local user database configured in the User Management or against the external

(Local, RADIUS, authentication server (LDAP, RADIUS, or TACACS+) or the third party (that is, external

TACACS+, LDAP, | organization IdP). Refer to Authentication Type for more details.

Third Party)

Important: Always use HTTPS to run GigaVUE-FM . Running GigaVUE-FM on other non-
secure protocols does not generate IDP metadata.

The following table details the AAA configuration support for the various software versions in

GigaVUE-FM and CLL.

Administer GigaVUE-FM
Authentication
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Software Version | AAA Configuration

in GigaVUE-FM

AAA Configuration
in CLI

Comments

5.6.0.0 and Below Yes

Yes

You can view the AAA settings
configured using GigaVUE-
FM in CLI and vice-e-versa.

5.7.00 Yes

Yes

You cannot view the

AAA settings configured using
GigaVUE-FM in CLI and vice-e-
versa.

5.8.00 and above Yes

No

You can configure the
AAA settings only using
GigaVUE-FM.

AAA Configuration using CLI is
not supported.

Administer GigaVUE-FM
Authentication
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User Management

The User Management page consists of the following tabs using which you can add users,
create groups and create roles. Refer to the following section for details:

« Users

« User Groups

= Roles

Users

The Users page lets you manage the GigaVUE-FM and GigaVUE-OS FM users. You can also
configure user's role and user groups to control the access privileges of the user in
GigaVUE-FM. To add users you must be a user with fm_super_admin role or a user with
either read/write access to the FM security Management category.

NoTE: GigaVUE-FM is preconfigured with one user with the fm_super_admin role
assigned (user name - admin, password - adminl123A!!).

Accounts and credentials configured in Users page are stored to a local database in
GigaVUE-FM.

Users

The Users page lists the users configured in GigaVUE-FM. For more information about
adding users, refer to the Add Users section in the Roles and Users.

User Groups

The User Groups page lists the user groups available in GigaVUE-FM. Refer to the Create
User Groups for more details to associate a group to a user.

Roles

The Roles page lists the roles available in GigaVUE-FM. Refer to the Create Roles for more
details to associate a role to a user.

Change Your Password

Users authenticated against GigaVUE-FM's local user database can always change their own
passwords. The Password can be a minimum of 8 characters and a maximum of 64
characters, and must comply with the character requirements specified below:

« One numerical character

«» One uppercase character

« One lowercase character

Administer GigaVUE-FM 14
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« One special character (!, @, #, and so on)

E Notes:

+ The Change Your Password link is available only for locally authenticated users,
and will be unavailable for users authenticated against external authentication
servers.

o Externally authenticated users can change their admin password as follows:
e Use the fmctl command.

e Change the authentication method to 'Local' and change the password.

The following are the steps for changing your password:

1. Click on the button in the upper right-hand corner of GigaVUE-FM, where your user
name is displayed, and select Change Password.

Change Password
Upgrade

Use Classic View

Logout

The Change Password page displays.

&) GigaVUE-FM Q ¢ A e 0

Change Password for "admin" Save Cancel

Current
Password

New e

Password

Confirm New
Password

* Note: System will log out to reset the new
password

2. On the Change Password page, do the following:

o Enter your current password in the Current Password field.
o Enter the new password in the New Password and Confirm Password fields.

3. Click Save.

GigaVUE-FM logs out to reset the password. Enter your new password to log in again.

NoTE: Use the sudo passwd admin command to change the GigaVUE-FM Shell
password.

Administer GigaVUE-FM 15
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RBAC

Role Based Access Control (RBAC) controls the privileges of a user and restricts users from
either viewing or modifying unauthorized data which could be:

» Data on managed devices or

«» Datain GigaVUE-FM.

For more information about RBAC, refer to Roles and Users.

Single Sign-On

Single sign-on (SSO) is an authentication process that allows a user to access multiple
applications with a single set of log in credentials. GigaVUE-FM provides the following Single
sign-on options, which are discussed in this topic:

Internal IdP
External IdP

Internal IdP

GigaVUE-FM uses Shibboleth SAML 2.0 identity provider (open source IdP ) as an internal
IdP for authentication and authorization. Shibboleth reads the data from GigaVUE-FM's local
database and performs the authentication based on the authentication mechanism
selected in the Authentication Type settings. GigaVUE-FM is independent of the
authentication mechanism (as Shibboleth takes care of authentication and authorization).

Notes:

¢ GigaVUE-FM starts with internal IdP, by default.

* When you access GigaVUE-FM, you will be navigated to the IdP's URL. You must then log
in with your user name and password.

e |f you cannot access GigaVUE-FM (due to server issues or any other issues), you can use
the special access provided (https://<fm ip address/dns name>/admin). This access is
applicable only for local users with super admin privileges.

* You must restart GigaVUE-FM every time you configure IdP.

External IdP

The following external IdPs are qualified to be operational with GigaVUE-FM:
» ADFS

* OKTA

* Microsoft Azure

Administer GigaVUE-FM 16
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ADFS

To configure ADFS as external IdP you must perform the following:

1. To configure GigaVUE-FM in ADFS. Refer to Configure GigaVUE-FM in ADFS for details.

2. Configure external IdP, that is ADFS, in GigaVUE-FM. Refer to Configure External IdP in
GigaVUE-FM for details.

3. Refer to the Trust Store.

NoTE: When you access GigaVUE-FM using the external IdP, you will be navigated to
the external IdP URL (Microsoft ADFS). You must then log in using the external IdP
user name and password for logging in to GigaVUE-FM.

External IdP Login Screen(ADFS)

@ Ssignin x4+ = a X

€ 5 C A Notsecure | 2k12-adfs-34-5.fm.adfs/adfs/ls/2SAMLRequest=FVHLbsIWEPWVa%2B9)%2FCAILBJEI CROEAKINBLZYIDOYIDVOSqH2FTThpdILISV.. & Q@ <& O m @O

ADFS Federation Service

Sign in with your organizational account

|komeone Eexample.com

Password

Sign in

& 2013 Microsoft

Figure1 External IdP Login Screen (ADFS):
Configure GigaVUE-FM in ADFS

Prerequisite:

You must retrieve the Service Provider metadata (which is GigaVUE-FM's metadata) from

https://<FM IP Address>/sam|/metadata. This will serve as the service provider metadata file
to configure in IDP.

Administer GigaVUE-FM 17
Authentication


Content

GigaVUE Administration Guide

To configure GigaVUE-FM in ADFS as Relying Party:

1. From the windows server, select Start > Administrative Tools > ADFS Management.
The ADFS administrative console appears.

2. Select ADFS folder. Go to the Actions menu and select Add Relying Party Trusts.
=

i File Action View Window

- 2mE]

?;’;u Seps Welcome to the Add Relying Party Trust Wizard
Welcome
4 [ Trust Relationships » This wizard will help you add a new relying party trust to the AD FS configuration database. Ralying parties
B8 Claims Provides Trusts @ Select Data Source consume claims in security tokens that are issued by this Federation Service to make authentication and
_ 3 Relying Party Trusts @ (Configure Multifactor )
= Attribute Stores Authentication Now? The relying party trust that this wizard creates defines how this Federation Service recognizes the relying
I Authenticati . s party and issues claims to &. You can define issuance transform rules for issuing claims to the relying pary
[N entication Policies Choose Issuance Fados after you complete the wizard.
@ Readyto Add Trust
@ Finish

| <Previous || St || Cancel |

3. Select Data Source: Select the Import Data About the Relying Party from a File
option. Browse for the SAML metadata file as mentioned in the prerequisites.

Administer GigaVUE-FM 18
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§i File Action View Window

o 2o B

& AoFs . ¥ Select an option that this wizard will use to obtain data about this relying party:
b [ Service @ Welcome
4 [ Trust Relationships Outa ) Import data about the relying party published online or on a local network
1 Claims Provider Trusts — Use this option to import the necassary data and certificates from a relying party organization that publishes
[ Relying Party Trusts ) Cufunlkbmo; ts federation metadata online or on a local network.
[ Attribute Stores ' Federation metadata address (host name or URL):
p [] Authentication Policies @ Choose Issuance
Authonzation Rules |
@ Readyto Add Trust Example: fs.contoso com or https://www contoso com/app
@ Finish

@) Import data about the relying party from a file
Lhﬁoﬂmmmhmﬂaﬂ%ﬁmammmhhu

data to a file. Ensure that this file is from a trusted source. This wizard will not
mumdhl’h

() Enter data about the relying party manually
Use this option to manually input the necessary data about this relying party organization.

Federation metadata file location:

4. Specify a Display Name that identifies the application, example, FM.gigamon.com.
Click Next.

Administer GigaVUE-FM 19
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Specify Display Name

Steps Enter the display name and any optional notes for this relying party.
@ Welcome Display name:

@ Select Data Source |FM.glgamon.com

@ Specify Display Name e

@ Configure Multifactor
Authentication Now?

@ Choose Issuance
Authornization Rules

>

| <Previous | [ Net> || Cancel

5. Select the option | do not want to configure MFA and click Next.

Administer GigaVUE-FM 20
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§p File Action View Window

e (m

6. Select Permit all users to access this relying party. Click Next

] ADFS

b ] Service

4 [ ] Trust Relationships
[ Claims Provider Trusts

(7 Relying Party Trusts
(] Attribute Stores
b (] Authentication Policies

multi factor authentication settings for this relying party trust. Multifactor authentication is required
there is a match for any of the specified requirements.

Muttifactor Authentication

Global Settings
Requirements  Users/Groups

Device

Location

®) | do not want to configure multifactor authentication settings for this relying party trust at this time

O Configure mutifactor authertication settings for this relying party trust.

Yonmmm
Authentication Policies

authentication settings for this relying party trust by navigating to the
nanwmnrhwﬂmmf:mhnm&mmﬂm

Administer GigaVUE-FM

Authentication
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Q0 File Action View Window
= 7o

- ADFS . ¥ Issuance authorization rules determine whether a user is permitted to receive claims for the relying party.

b ] Service @ Welcome Choose one of the following options for the initial behavior of this relying party’s issuance authorization rules.

4 [ Trust Relationships
] Claims Provider Trusts
"3 Relying Party Trusts
] Attribute Stores

b ] Authentication Policies

Choose Issuance Authonzation Rules

@ Select Data Source (®) Permit all users to access this relying party

@ Specify Display Name The issuance authonzation rules will be configured to pemit all users to access this relying party. The relying
@ Configure Muli factor party service or application may still deny the user access.
Authenti

S N () Deny all users access to this relying party

om The issuance authorzation rules will be configured to deny all users access to this relying party. You must
later add issuance authorization rules to enable any users to access this relying party.

You can change the issuance authorization rules for this refying party trust by selecting the relying party trust
and clicking Edt Claim Rules in the Actions pane.

| <Provious || MNet> || Concel |

~

Review the data available in preview section and add the relying party.

o

Open Edit Claim rules to grant user access:

a. Add a New claim rule to transform UserPrincipalName as Nameld:
i. Choose the option send LDAP Attributes as claims.
ii. Specify claim rule name and choose the required LDAP store.
iii. Select LDAP Attribute as UserPrincipalName and outgoing claim type as Nameld.
b. Add a New Claim Rule to specify user specific access:
i. Choose the option send Group Membership as claim.

ii. Specify claim rule name and select AD user group for which FM roles/user Groups
must be assigned.

iii. Enter outgoing claim type as SAML User Group value configured in GigaVUE-FM
(default value is eduPersonAffiliation) and outgoing claim value as one of the
following:

e GigaVUE-FM specific user groups (Super Admin Group or Admin Group or User
Group)

» Organizational specific user group. If organizational specific user group is
provided, then you must enable Organizational Group Mapping.

Administer GigaVUE-FM 22
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OKTA

To configure OKTA as external IdP you must perform the following:

1. Configure GigaVUE-FM in OKTA. Refer to Configure GigaVUE-FM in OKTA for details.

2. Configure external IdP, that is OKTA, in GigaVUE-FM. Refer to Configure External IdP in
GigaVUE-FM for details.

3. Install IdP signing certificates (OKTA) in GigaVUE-FM. Refer to the Trust Store.

NoTE: When you access GigaVUE-FM using the external IdP, you will be navigated to
the external IdP URL (OKTA). You must then log in using the external IdP user name
and password for logging in to GigaVUE-FM.

Configure GigaVUE-FM in OKTA
Prerequisite:

You must retrieve the Service Provider metadata (which is GigaVUE-FM’'s metadata) from
https://<FM IP Address>/sam|/metadata. This will serve as the sp metadata file to configure
in IDP.

Watch the video for configuring OKTA here: Gigamon Basics: Enabling Single sign-on into Fabric Manager
(SAML).

To configure GigaVUE-FM in OKTA as External IdP:

Administer GigaVUE-FM 23
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1. Login to Okta.
2. Enter the following details:

Field Description

New Application

Platform Web

Sign on Method SAML 2.0

General Settings

App Name Fabric Manager

Configure SAML

Single Sign on URL Assertion Consumer Service URL from

the service provider metadata.

Enable the Use this for Recipient and
Destination Address check box.

Entity ID Paste the entity id copied from the
Authentication Type page.

Name ID Format Enter Email Address as name id
format.

Authentication User Name OKTA User Name

Attributes

Name SAML User Group Name

Name Format Basic

Value Email

Group Attribute Statements Configure the proper Group Attribute

Statements in OKTA

Create SAML Integration

Enable the check box | am on OKTA Customer adding an internal app.

NoTe: Click Identity Provider Metadata and copy the URL in the address bar and
paste it under third party authentication URL.

NoTE: Ensure to download the OKTA Certificate for uploading in Trust Store.

Administer GigaVUE-FM
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Microsoft Azure

To configure Microsoft Azure as an external IdP you must perform the following:

1. Configure GigaVUE-FM in Azure. Refer to Configure GigaVUE-FM in Microsoft Azure
section for details.

2. Configure external IdP, that is Azure, in GigaVUE-FM. Refer to Configure External IdP in
GigaVUE-FM for details.

3. Install IdP signing certificates in GigaVUE-FM. Refer to the Trust Store.

NoTE: When you access GigaVUE-FM using the external IdP, you will be navigated to
the external IdP URL (Microsoft Azure). You must then log in using the external IdP
user name and password for logging in to GigaVUE-FM.

Configure GigaVUE-FM in Microsoft Azure
Prerequisite:

You must retrieve the Service Provider metadata (which is GigaVUE-FM’'s metadata) from
https://<FM IP Address>/saml/metadata. This will serve as the sp metadata file to configure
in IDP.

To configure GigaVUE-FM in Microsoft Azure as External |dP:

1. Log in to Microsoft Azure.
2. Create a new non-gallery application under non Enterprise applications.
3. From the application, access the single sign on option.

NoTE: To configure the SSO url and certificates: you can either perform the
manual configuration or upload the metadata file directly using the Upload
Metadata File option. The following steps are based on uploading the metadata
file option.

4. Select Upload Metadata file. Upload the metadata taken from GigaVUE-FM. The
SSO attributes will be retrieved by default, except the Unique User Identifier field.

Field Description

Basic SAML Configuration

Identifier (Entity ID) azure-sso
Reply URL (Assertion Consumer | https://xx.xx.xx.xx:xxx/saml/sso
Service URL)
Sign on URL Optional
Administer GigaVUE-FM 25
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Relay State Optional

Logout URL https://xx.xx.xx.xx:xxx/saml/singlelogout

User Attributes and Claims

givenname user.givenname

surname user.surname

emailaddress user.mail

name user.userprincipalname
mugesh user.groups

Unique User Identifier Enter user.userprincipalname.
SAML Signing Certificate

Status Active

Thumbprint

Expiration

Notification Email

App Federation Metadata URL

Certificate (Baseb4) Download
Certificate (Raw) Download
Federation Metadata XML Download

Set up FM SSO

You'll need to configure the application to link with Azure AD.

Login URL

Azure ldentifier

NoTE: To configure GigaVUE-FM to link with Azure AD, copy the login URL and paste
it in the Third Party Authentication URL in the Authentication Type page.

NoTeE: Download the certificate (Base64) from Azure and upload in the trust store.

Trust store is available under Administration -> System -> Certificates -> Trust store.

How Single Sign-on Works

Whenever a user attempts to log in to the GigaVUE-FM user interface,
GigaVUE-FM validates if the user is logging in using the internal IdP or External IdP
(organization IdP), based on which the signing-in process differs. Refer to the following

Administer GigaVUE-FM
Authentication

26



GigaVUE Administration Guide

sections for details:

» GigaVUE-FM Configured with Internal IdP
* GigaVUE-FM Configured with External IdP
* How Single Sign-on Works

GigaVUE-FM Configured with Internal IdP

If GigaVUE-FM is configured with internal IdP:
1. GigaVUE-FM sends a request to Shibboleth for authentication.

NoTE: GigaVUE-FM's custom certificate and service provider certificate are the same.
To install custom certificate, refer to the Trust Store section for more details.

2. Shibboleth reads and verifies the Authentication Type setting in GigaVUE-FM and
performs the authentication and authorization:

e |f the user group is configured and if the user group is a valid user group, then the user is
allowed to log in to the GigaVUE-FM user interface.
e |f the user group is not configured:
o if a default user group is configured in GigaVUE-FM, then the user is allowed to log in
to the GigaVUE-FM user interface using the default user group.
o if a default user group is not configured in GigaVUE-FM, then the user is not allowed
to log in to the GigaVUE-FM user interface.

Refer to the following flow diagram for detailed flow of the internal IdP process:

Administer GigaVUE-FM
Authentication

27



GigaVUE Administration Guide

Start

¥

Internal IdP Shibboleth

(Authentication/Authorization)

. . Yes
Is it a valid user

group?

Is default user group

o Associate default user group to | User can login to the
configured in . i .
the logged in user GigaVUE-FM Interface

User cannot login to the

GigaVUE-FM Configured with External IdP

If GigaVUE-FM is configured with external IdP:

1. GigaVUE-FM sends a request to external organization IdP for authentication and
authorization.

NoTE: ADFS is the only qualified external IdP.

Administer GigaVUE-FM
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2. Authentication and authorization takes place at the external IdP. Once authentication
succeeds, external IdP will send the logged in user along with the user's group:

e |f user group is configured in external IdP and mapped appropriately to
corresponding user groups in GigaVUE-FM:

o |fthe user group is a valid group, then the user will be able to login to the

GigaVUE-FM Ul.

° |fthe user group is not a valid user group, GigaVUE-FM determines if a default

user group is configured:

o |f a default user group is configured, then the user can log in to the
GigaVUE-FM user interface.

o |f a default user group is not configured, then the user cannot log in to the
GigaVUE-FM user interface.

GigaVUE-FM interface.

NoTE: If the external IdP is not configured with GigaVUE-FM specific user
groups, then you must configure mapping between organization specific
role/group and GigaVUE-FM specific user group by enabling Organizational
Group Mapping, based on which the user will be allowed to log in to the

Refer to the following flow diagram for the detailed flow of process:

Is default user

group
configured in

Retrieve GigaVUE-FM specific
user group for the
organization user group from
the mapping section

User Logged in to External 1dP

ul

v

user group?

Is
organizational
group mapping
enabled?

J'NO

Populate the logged in user’s
user group from Organization

1dP (sent via ‘SAML
UserGroup’ attribute)

Isitah

User can login to the GigaVUE-

.| Associate default user group

Y

User cannot login to the
GigaVUE-FM Interface
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Refer to the Authentication Type for more details about the authentication types.

Configure External IdP in GigaVUE-FM

To configure external IdP (Active Directory Federation Services (ADFS)/Okta/Microsoft Azure)

in GigaVUE-FM:

1. Select Authentication > Authentication Types.
2. Select Authentication Type as Third Party.

3. Enter the following

Field Description

Third Party
Authentication URL

details and click Save.

Third party authentication URL

Example: For ADFS: https://<<ADFS_
HOSTNAME>>/FederationMetadata/2007-
06/FederationMetadata.xml

Entity ID

Service provider's entity ID (GigaVUE-FM)

Fetch the Service Provider metadata (which is
GigaVUE-FM's metadata) from https://<FM IP
Address>/saml/metadata.

SAML User Group

SAML User Group

Default User Group

Default User Group

Organizational Group
Mapping

Map the GigaVUE-FM group to the
corresponding organizational groups in
ADFS/OKTA/Microsoft Azure.

Administer GigaVUE-FM
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@ GigaVUE-FM Dashboard Physical Virtual Cloud Alarms Q Search

Authentication Type

= Events Aunthentication Type Third Party v

Q Al Audit Logs Third Party Authentication URL https:/localhost/idp/shibboleth
‘= Tasks Entity ID com:gigamon:sp
SAML User Group eduPersonAffiliation
g Reports
Default User Group none v
2 Authentication v
e, Organizational Group Mapping New
Organizational Group Mapping ) Enable
RBAC
O Organization Group User Group @

Authentication Ty...

# High Availability “BETA

W Tags
£+ System

No Records Found

<> APl Reference

You must add the IdP signing certificate into the GigaVUE-FM Trust Store (Administration >
System > Trust Store).

NOTE: It is not required to enable Trust Store Node Certificate based authentication
access.

You must restart GigaVUE-FM for the above configuration to be implemented.
Single Sign-on for GigaVUE-FM High Availability

Single Sign-on for GigaVUE-FM High Availability is available from software version 6.0.00 and
allows connectivity of the GigaVUE-FM instances in a High Availability group. The following
options are available:

e Internal IdP
e External IdP

With GigaVUE-FM HA SSO, if you login to the active GigaVUE-FM instance, the standby
instances are also logged in automatically.

E * To logout from the GigaVUE-FM High Availability group, you must first log out
from the active GigaVUE-FM instance and then from the standby instances. If you
attempt to logout from any of the standby instances, you will be redirected to the
active GigaVUE-FM instance and the standby will not be logged out.

» If the active instance in a GigaVUE-FM HA group changes, you need not re-login to
the FM HA group.

Administer GigaVUE-FM 3]
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Internal IdP

GigaVUE-FM HA uses shibboleth 2.0 identity provider for authentication and authorization.
The active GigaVUE-FM instance of the High Availability group acts as the Identity provider.
The two standby instances serve as the service providers.

Each of the GigaVUE-FM instances in the HA group has the following configurations:

e GigaVUE-FM application
e Shibboleth
» Authentication layer that account for the different authentication mechanisms

If you access a standby GigaVUE-FM instance, you will be redirected to the active
GigaVUE-FM's |dP.

e |f the active GigaVUE-FM is not authenticated, the login page of the active FM instance is
displayed.

e |f the active GigaVUE-FM is authenticated, it will send the authentication response to the
browser, and the standby instance will verify the same and will be authenticated.

NoOTE: The required signing certificates and SSO certificates are already uploaded in
the trust store of the GigaVUE-FM instance.

External IdP

ADFS and Okta are the external IdPs that have been qualified to be operational with
GigaVUE-FM. To configure these external IdPs you must perform the following

configuration:

1. Download ADFS/Okta server's custom certificate.
2. Upload that certificate in the trust store of the GigaVUE-FM master.

To use the external ADFS, you must perform the following configurations in the active
GigaVUE-FM instance.

1. Go to Authentication > Authentication Type.
2. Select Third Party as Authentication Type.
3. Enter the SAML User Group and Default User Group configuration.

Administer GigaVUE-FM
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Authentication Type

Authentication Type

SAML User Group

Third Party v

eduPersonAffiliation

Default User Group

Organizational Group Mappi
Organizational Group

Mapping

OJ Organization Group
] LongevityAdmin

b Engineering

Go to page: 1 A of

User Group v

ng

Enable
User Group
Super Admin Group
User Group

1 Total Records: 2

4. Enter the following details in the HA page for all three GigaVUE-FM instances:

e EntityId

e Third Party Authentication
High Availability

URL

Healthy

This HA group is Healthy. The members are protected from failure.

Group Name
Virtual IP Address

FM-HA-Group
10.115.32.225
10.115.32.226

Authentication URL @

Reachable Yes

Host Name

Software Version

System Uptime

10.11534.26
Status @ standby
IP Address / 10.115.34.26
DNS Name @
Entity ID €@ LONGS
Third Party https:/igigamon.okta.com/a...

10.11534.27
Status (@ standby
IP Address / 10.115.34.27
DNS Name @
Entity D@ LONGB
Third Party https://gigamon.okta.com/a...
Authentication URL @
Reachable Yes
Host Name
Software Version
System Uptime

10.11534.28 -

Status

IP Address /
DNS Name @

Entity D@

Third Party
Authentication URL @

Reachable
Host Name
Software Version

System Uptime

@ Active

10.115.34.28

LONG4

https://gigamon.okta.com/a...

Yes

Administer GigaVUE-FM
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Authentication Type

Use the Authentication > Authentication Type to configure how user logins are
authenticated. GigaVUE-FM supports and authenticates users against the following
authentication methods:

e | ocal database configured in the User Management
e External authentication servers (LDAP, RADIUS, or TACACSH+)
e Third Party, which is the external identity provider.

In earlier software versions, you can prioritize the authentication protocols, where in, if one of
the authentication mechanism fails GigaVUE-FM will automatically fallback to any of the
other methods. Starting in software version 5.8.00, you can select only one of the
authentication methods depending on your requirement. That is, you can select any one of
the remote authentication methods or use the local authentication method or the external
identity provider. This allows for enhanced security by maintaining the user names and
passwords in a single location.

In case of remote authentication methods, you can configure fall back within the same
scheme of AAA authentication. For example, for RADIUS authentication, you can add
multiple RADIUS servers, so that, if the first server is not reachable, the second server is tried
for accessibility and so on.

NoTE: If you cannot access GigaVUE-FM due to failure in authentication, you can use
the special access provided (https://<fm ip address/dns name>/admin). This access is
applicable only for local users with super admin privileges. You can also access
GigaVUE-FM through the Commmand Line Interface and locate the following log file to
determine the reason for the failure in authentication: Avar/log/shibboleth/idp-
process.log

When upgrading to release 5.8.00, GigaVUE-FM configures the authentication method that
was configured with the highest priority in the previous release.

For Example:

In GigaVUE-FM Release 5.7.00 and Previous In
GigaVUE-FM

Release 5.8.00
and further

RADIUS, TACACS+, LDAP are configured. RADIUS configured as first priority RADIUS
RADIUS, LDAP are configured. LDAP is configured as first priority LDAP
Administer GigaVUE-FM 34
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As part of software version 5.8.00, if authentication is done in the local server, then
authorization is also performed locally. If authentication is done in the remote server, then
authorization is also done at remote. Therefore, it is not required to configure extra roles for
mMapping purposes.

Configure Default User Group

For security reasons, the Default User Group option is not configured by default in
GigaVUE-FM. If required, you can configure the Default User Group option to specify how
the local and externally authenticated users can be granted privileges in GigaVUE-FM. If
there are no valid GigaVUE-FM specific groups configured in the remote server but if a
default user group is configured in GigaVUE-FM, then that group will be assigned.
Otherwise, the user cannot login in to GigaVUE-FM without groups being configured.

NOTE: You are responsible for configuring the groups at the remote server in the
specified format for TACACS+ and RADIUS servers. For LDAP, you must configure the
list of groups for Group Base DN in GigaVUE-FM.

To configure Default User Group in GigaVUE-FM:

1. On the left navigation pane, cIick , select Authentication > Authentication Type. In
the authentication type page that appears:

@) GigaVUE-FM Qa £ L 6o

|l | SETTINGS Authentication Type Save Cancel
> Tasks
é Reports Authentication Type RADIUS v
v Authentication Default User Group
= User Man... Super Admin Group
RBAC RADIUS Servers Admin Group Add Default Settings

User Group
I Authenti... none

J Server IP/DNS Name Auth Po eout Retransmit Enabled @

High Availab...
Tags

> System

SUPPORT
API Reference

App Protobo...
pp Protobo. No Records Found
About

a. Select the required Authentication Type.
b. Set the Default User Group to one of the options:
e Super Admin Group

Administer GigaVUE-FM 35
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e Admin Group
e User Group
¢ None

2. Click Save.

Groups Configured in GigaVUE-FM Based on AuthMethod

The following table consists of examples with groups resolved in GigaVUE-FM based on the

AuthMethod field:

AuthMet Logge MapDefaultUse Remote Assign [\\[o) {=1
hod din rGroup Roles/Group ed
User Base DN (if Group
configured)
Local test - - fm_user fm_user The
authMethod is
'LOCAL".
Therefore, the
logged-in
user's group
will be
assigned.
TACACS+ tacacsus | - fm_admin fm_ fm_ The role which
erl admin admin has been
assigned
remotely will
be assigned.
TACACS+ tacacsus | - fm_non_exist_group | - - If non-exist
er3 [specified group group is being
Does not match any assigned
roles in FM] remotely, then
that user
cannot login
into
GigaVUE-FM.
GigaVUE-FM
will reject that
user.
TACACS+ tacacsus | User Group fm_non_exist_group | User User If non-exist
er3 [specified group Group Group group is being
Does not match any assigned
roles in FM] remotely, then

Administer GigaVUE-FM
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AuthMet Logge MapDefaultUse Remote Expec Assign Notes
hod din rGroup Roles/Group ted ed

User Base DN (if Group Group
configured)

GigaVUE-FM
will check if
Default User
Group has
been
configured. If
Default User
Group is
configured,
then it will
assign the
same and
allow the user
tologin to
GigaVUE-FM.

TACACS+ tacacsus | - - - - If there are no
er2 groups
configured
remotely and
Default User
Group is also
not configured
in
GigaVUE-FM,
then that user
cannot log in
to
GigaVUE-FM.
GigaVUE-FM
will reject that
user.

RADIUS radiusus | - fr_admin fm_ fm_ The role which
erl admin admin has been
assigned
remotely will

be assigned.

RADIUS radiusus | - frn_non_exist_group | - - If non-exist
er3 [specified group group is being
Does not match any assigned
roles in FM] remotely, then
that user

cannot login

Administer GigaVUE-FM 37
Authentication



GigaVUE Administration Guide

AuthMet
hod

Logge | MapDefaultUse

din rGroup

User

Remote
Roles/Group
Base DN (if
configured)

Assign
ed
Group

Notes

to
GigaVUE-FM.
GigaVUE-FM
will reject that
user.

RADIUS

radiusus

User

If non-exist

fm_non_exist_group | User
er3 [specified group Group
Does not match any

User Group
Group group is being

assigned

roles in FM]

remotely, then
GigaVUE-FM
will check
whether
Default User
Group has
been
configured; If
Default User
Group is
configured,
then it will
assign the
same and
allow the user
tologinto
GigaVUE-FM.

RADIUS

radiusus | -
er2

If there are no
groups
configured
remotely and
Default User
Group is also
not configured
in
GigaVUE-FM,
then that user
cannot login
to
GigaVUE-FM.
GigaVUE-FM
will reject that
user.

LDAP

Idapuser | -

CN=FMQA-

f_

fm_

The mapped

Administer GigaVUE-FM
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AuthMet MapDefaultUse Remote
hod rGroup Roles/Group
Base DN (if
configured)
1 SSO,DC=hqgdevtest, admin admin group for the
DC=com provided
Group Base
DN will be
assigned to
the logged in
user.
LDAP [dapuser | - CN=FMQA- - - If there are no
2 SSO,DC=hqgdev,DC= group mapped
com to the
provided/assoc
iated GROUP
BASE DN, then
GigaVUE-FM
will reject the
user and will
not allow the
user to log in
as well.
Administer GigaVUE-FM 39
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AuthMet Logge MapDefaultUse Remote Assign Notes
hod din rGroup Roles/Group ed

User Base DN (if Group
configured)

LDAP Idapuser | User Group CN=FMQA- User User If there are no
2 SSO,DC=hqdev,DC= | Group Group group mapped
com to the
provided/assoc
iated GROUP
BASE DN, then
GigaVUE-FM
will check
whether
Default User
Group has
been
configured; If
so, it will
assign the
same and
allow the user
to login to
GigaVUE-FM.

LDAP [dapuser | - - - - If the LDAP

3 user is not
associated to
any GROUP in
LDAP and it
does not
return any
group, then
GigaVUE-FM
will reject the
user and will
not allow the
user to login as
well.

LDAP Idapuser | User Group - User User If the LDAP

3 Group Group user is not
associated to
any GROUP in
LDAP and it
does not
return any
group, then
GigaVUE-FM
will check

Administer GigaVUE-FM 40
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AuthMet
hod

Logge
din
User

MapDefaultUse
rGroup

Remote
Roles/Group
Base DN (if
configured)

Expec
ted
Group

Assign
ed
Group

Notes

whether
Default User
Group has
been
configured; If
so, it will
assign the
same and
allow the user
tologin to
GigaVUE-FM.
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External Authentication Server Group Assignments

For user group configuration, in TACACS+ and RADIUS, the following user group mapping

configuration must be performed in the remote servers:

Remote
Server

TACACS+

In GigaVUE-FM
Release 5.7 and

earlier (Role
Mapping)

<mapping_
local_user>[:role-
<mapping_
local_role_1>
[role-<mapping_
local_role_2>[...]]]

In GigaVUE-FM Release 5.8
and further(User Group

Mapping)

gigamon:groups=<comma
separated FM groups>

Example

gigamon:groups=Super

Admin Group,Admin Group

RADIUS

<mapping_
local_user>[:role-
<mapping_
local_role_1>
[role-<mapping_
local_role_2>[..]]]

Class=<comma separated
FM groups>

Class=Super Admin
Group,Admin Group

NOTE: After upgrading to release 5.8.00, you must reconfigure the user groups in the
external authentication servers in the specified format to access GigaVUE-FM.

Assign User Groups in External Authentication Servers

Refer to Configure User Groups in External Authentication Servers for instructions on
assigning the user groups in RADIUS, TACACS+, and LDAP servers.

Administer GigaVUE-FM
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RADIUS

Only users belonging to the Super Admin User Group or users with write access to FM
Security Management category can use the Authentication Type> RADIUS to add entries to
GigaVUE-FM's list of available RADIUS authentication servers.

You can add multiple RADIUS servers. Servers are used as fallbacks in the same order they
are specified — if the first server is unreachable, the second is tried, and so on, until all named

servers have been used. If a server is reachable and authentication fails, the authentication
process terminates.

Authentication Type Save Cancel

Aunthentication Type Radius v

Default User Group Super Admin Group ¥

Radius Servers Add

O Server IP/DNS Name | Auth Port | Timeout | Retransmit | Enabled
O 10.210.28.227 1812 3 (default) 1 (default) Enabled

O 10.115.32.103 1812 3 (default) 1 (default) Enabled

Go to page: 1 - of 1 Total Records: 2

Figure 2 Adding Radius Server

NoTE: If you are deploying GigaVUE-FM inside AWS, make sure to provide the private
IP address of GigaVUE-FM to the Radius server for authentication and not its public
IP address. For more information about AWS, refer to the Gigamon Visibility Platform
for AWS Getting Started Guide.

Supported RADIUS Servers

GigaVUE-FM has been tested with the RADIUS implementation provided by Cisco Secure
ACS v5.4.0.46.0. Although other versions and implementations may operate acceptably, they
have not been tested.
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RADIUS Server Section: Controls and Fields

RADIUS Server section has four buttons that allow you to manage the information that
appears in the table. Add, Edit, Delete, and Default Settings.

Controls Description

Add Allows you to add a new RADIUS Server to the list. See Add a New RADIUS Server for details.

Edit Allows you to change the settings for an existing RADIUS Server entry. Select a server's entry
and click Edit to open a dialog where you make the changes.

Delete Allows you to delete a RADIUS Server entry.

Edit Default | Allows you to set default Key, Timeout, and Retransmit options for RADIUS Servers. When you
add a new RADIUS Server to the list, you have the option of accepting these default settings or
providing custom values. See Set Default Key, Timeout, and Retransmit Options for RADIUS
Servers for details.

Refer to the Add a New RADIUS Serversection for the description of the fields.
Add a New RADIUS Server

You can add a new RADIUS Server to GigaVUE-FM. Click the Add button and set the options
shown in Figure 3Adding Radius Server.

Find Add Radius Server Save Cancel
SETTINGS Enabled
nable
> Tasks res v
Reports Server IP/DNS Name Server IP/DNS Name
~ Authentication Auth Port 1812

User Management
RBAC
I Authentication Type

®Use defaults for following
High Availability

Tags Shared Secret Shared Secret

> System
Timeout 3

SUPPORT )
Retransmit 3

API Reference
App Protobook

About

Figure 3 Adding Radius Server
The following table describes the settings on the Add Radius Server page.

Setting Description

Enabled Specifies whether this server is currently enabled for use with
authentication requests

Server IP/DNS Name Specifies the IPv4/IPv6 address or the DNS name of the RADIUS server. The
same IPv4/IPv6 address can be used for more than one RADIUS server as

Administer GigaVUE-FM 4L
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Setting Description

long as they use different Auth Port values.

Auth Port Specify the UDP port number on which the RADIUS server is running. If not
specified, the port is set to the default RADIUS port number of 1812.
Use defaults for following Leave this box checked to accept the default values for the Shared Secret,

Timeout, and Retransmit options configured by clicking the Edit Default
button at the top of the RADIUS page.

Alternatively, you can leave this box unchecked and set custom values for
the Shared Secret, Timeout, and Retransmit options using the respective
fields.

Shared Secret

Specifies a shared secret string to be used for encryption of authentication
packets sent between GigaVUE-FM and this RADIUS server.

Timeout Specifies how long GigaVUE-FM will wait for a response from this RADIUS
server to an authentication request before declaring a timeout failure.
The valid range is 0-60 seconds; default value is five seconds.

Retransmit Specifies the number of times GigaVUE-FM will attempt to authenticate

with this RADIUS server before moving on to the next authentication
server or method.

The valid range is 0-5; default is two. Set to O to disable retransmissions.

Set Default Key, Timeout, and Retransmit Options for RADIUS Servers

Click Default Settings to open the Edit Radius Default Settings page shown in the following
figure. Use this page to set default Shared Secret, Timeout, and Retransmit options
available for use with all new RADIUS server entries.

The following table describes the settings.

Setting Description

Shared Secret Specifies a default shared secret string to be used for encryption of authentication
packets sent between GigaVUE-FM and all RADIUS servers. Can be overridden with the
key specified for a specific RADIUS Server when the server is added.

Timeout Specifies a default value for how long GigaVUE-FM should wait for a response from a
RADIUS server to an authentication request before declaring a timeout failure. This can
be overridden with the timeout value specified for a specific RADIUS Server when the
server is added.

The valid range is 0-60 seconds. The default value is five seconds.

Retransmit Specifies a default value for the number of times GigaVUE-FM will attempt to
authenticate with a RADIUS server. Can be overridden with the retransmit value specified
for a specific RADIUS Server when the server is added.

The valid range is 0-5; default is two. Set to O to disable retransmissions.
Administer GigaVUE-FM 45
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TACACS+

Only users belonging to the Super Admin User Group or users with write access to FM
Security Management category can use the Authentication Type > TACACS+ to add
entries to GigaVUE-FM's list of available TACACS+ authentication servers.

You can add multiple TACACS+ servers. Servers are used as fallbacks in the same order they
are specified — if the first server is unreachable, the second is tried, and so on, until all named
servers have been used. If a server is reachable and authentication fails, the authentication

process terminates.

Authentication Type

Aunthentication Type Tacacs v

Default User Group Super Admin Group ¥

TACACS+ Servers

Gotopage: 1 v of 1 Total Records: 1

Figure 4 TACACS+ Page

O Server IP/DNS Name | Auth Port | Timeout

O 10.210.28.227 49 3 (Default)

Save Cancel

Add Default Settings

| Retransmit | Enabled ®

1 (Default) Enabled

Platform for AWS Getting Started Guide.

NoTE: If you are deploying GigaVUE-FM inside AWS, make sure to provide the private
IP address of GigaVUE-FM to the TACACS+ server for authentication and not its
public IP address. For more information about AWS, refer to the Gigamon Visibility

Supported TACACS+ Servers

GigaVUE-FM has been tested with the TACACS+ implementation provided by Cisco Secure
ACS v5.4.0.46.0. Although other versions and implementations may operate acceptably, they

have not been tested.

TACACS+ Section: Controls and Fields

TACACS+ server section has four buttons that allow you to manage the information that

appears in the table. Add, Edit, Delete, Default Settings.
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Controls Description

Add Allows you to add a new TACACS+ Server to the list. See Add a New TACACS+ Server for
details.

Edit Allows you to change the settings for an existing TACACS+ Server entry. Select a server’s
entry and click Edit to open a dialog where you make the changes.

Delete Allows you to delete a TACACS+ Server entry.

Default Allows you to set default Key, Timeout, Retransmit, Service and Extra Roles options for

Settings TACACS+ Servers. When you add a new TACACS+ Server to the list, you have the option of

accepting these default settings or providing custom values.

Refer to the Add a New TACACS+ Server section for the description of the fields.

Add a New TACACS+ Server

Add a new TACACS+ Server to GigaVUE-FM's list by clicking Add and setting the options on
the Add TACACS Server page shown in Figure 5 Adding TACACS+ Server Settings.

Add TACACS Server Save Cancel
Enabled Yes -
Server IP/DNS Name
Auth Port 49
Auth Type Ascll v

®Use defaults for following

Shared Secret Shared Secret
Timeout 5

Retransmit 3

Figure 5 Adding TACACS+ Server Settings

The following table describes the settings.

Field Description

Enabled Specify whether this server is currently enabled for use with authentication requests.

Server The IPv4/IPv6 address or the DNS name configured for this TACACS+ Server entry. The same

IP/DNS Name IP address can be used for more than one TACACS+ server as long as they use different
Auth Port values.

Auth Port The UDP port number on which the TACACS+ server is running. If not specified, the port is
set to the default TACACS+ port number of 49.

Auth Type The authentication type used by the TACACS+ server. The valid values are:
e PAP. This is the default
e ASCII

Use defaults Leave this box checked to accept the default values for the Key, Timeout, and Retransmit
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Field Description

for following options configured by clicking the Edit Default button at the top of the TACACS+.

Alternatively, you can leave this box unchecked and set custom values for the Key, Timeout,
and Retransmit options with the respective fields.

Shared Secret Specifies a shared secret string to be used for encryption of authentication packets sent
between GigaVUE-FM and this TACACS+ server.

Timeout Specifies how long GigaVUE-FM will wait for a response from this TACACS+ server to an
authentication request before declaring a timeout failure.

The valid range is 0-60 seconds; default value is five seconds.

Retransmit Specifies the number of times GigaVUE-FM will attempt to authenticate with this TACACS+
server before moving on to the next authentication server or method.

The valid range is 0-5; default is two. Set to O to disable retransmissions.

LDAP

Only users belonging to the Super Admin User Group or users with write access to the FM
Security Management category can use the Authentication Type > LDAP section to add
entries to GigaVUE-FM’s list of available LDAP authentication servers.

N = o
@& GigaVUE-FM Q c 4 e @
sl | SETTINGS Authentication Type Save Cancel

> Tasks
< Reports Authentication Type LDAP -
p@iauthentication Default User Group none -
B8 User Managem.
RBAC LDAP Servers Add Default Settings
|  Authentication
( Server IPDN... | User Base DN Search Scope Login Group Base DN | Group Attribu... | Timeout Bind DN Port ®
High Availability
Tags
> System
supPoRT No Records Found
API Reference
App Protobook
About
Gotopage: 1~ Total Records: O
User Group Mapping New
User Group Mapping [JEnable
Group Base DN User Group @

Figure 6 [LDAP Section

You can add multiple LDAP servers. Servers are used as fallbacks in the same order they are
specified — if the first server is unreachable, the second is tried, and so on, until all named
servers have been used. If a server is reachable and authentication fails, the authentication
process terminates.

Supported LDAP Servers

GigaVUE-FM is tested with the LDAP implementation provided by Apache Directory Studio
v2.0.0.v20130308. Although other implementations may operate acceptably, they have not
been tested.
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LDAP Over SSL

GigaVUE-FM supports secure LDAP implementation for authentication and authorization.
You can select SSL or TLS as mode. To enable LDAP over SSL:

1. Generate the LDAP SSL certificate. The generated certificate has the DNS name of the
LDAP server.

2. Configure the LDAP server in GigaVUE-FM with the same name as you have generated
the client certificate. GigaVUE-FM ensures that the DNS name provided in
GigaVUE-FM configuration and the DNS name provided in public certificate for the
given LDAP server (while communicating over SSL) are the same. In case of
mismatches, GigaVUE-FM will not commmunicate to LDAP over SSL and the
authentication will fail.

3. Upload the generated LDAP SSL certificate to GigaVUE-FM trust store.
4. Reboot GigaVUE-FM.

LDAP Server Section: Controls and Fields

LDAP has the following buttons that allow you to manage the information.

Controls Description

Add Allows you to add a new LDAP Server to the list. See Add a New LDAP
Server for details.

Edit Allows you to change the settings for an existing LDAP Server in the list.
Select a server's entry and click Edit to open a dialog where you make
the changes.

Delete Allows you to delete an LDAP Server entry.

Default Set default options for LDAP Servers. When you add a new LDAP Server

Settings to the list, you have the option of accepting these default settings or
providing custom values. See Set Default Options for LDAP Servers for
details.

Add a New LDAP Server

Select Authentication Type > LDAP and click Add. The Add LDAP Server page is displayed.
Refer to Add a New LDAP Server. Enter the following details and click Save:

» Server IP/DNS Name

e Priority

A new LDAP Server is added to the GigaVUE-FM's list.

All other settings for LDAP servers are inherited from the defaults configured by clicking the
Default Settings button at the top of the LDAP page. Refer to Set Default Options for LDAP
Servers for details.
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Set Default Options for LDAP Servers

Click Default Settings to set configuration options for use with all new LDAP server entries,

and then set the following options for LDAP servers. Note that these options are all global

options and cannot be configured on a per-host basis.

Setting Description

User Base DN

Identifies the base distinguished name (location) of the user
information in the LDAP server's schema. Provide the value as a
string with no spaces.

User Search Scope

Specifies the search scope for the user under the base
distinguished name (DN):

Subtree (default) — Searches the base DN and all of its children.
One-Level - Searches only the immediate children of the base DN.

Login UID

Specify the name of the LDAP attribute containing the login name.
The default is sAMAccountName. You can also specify a custom
string or uid (for User ID).

Bind Password

Provides the credentials to be used for binding with the LDAP
server. If Bind DN is left undefined for anonymous login (the
default), Bind Password should be left undefined, too.

Group Base DN

Set this option to require membership in a specific Group Base DN
for successful login to the appliance.

By default, the Group Base DN is left empty — group membership is
not required for login to the system. If you do specify a Group Base
DN, the attribute specified by the Group Login Attribute option
must contain the user's distinguished name as one of the values in
the LDAP server or the user will not be logged in.

Bind DN

Specifies the distinguished name (DN) on the LDAP server with
which to bind. By default, this is left empty for anonymous login.

Attribute

Use this argument to specify the name of the attribute to check for
group membership. If you specify a value for Group Base DN, the
attribute you name here will be checked to see whether it contains
the user’s distinguished name as one of the values in the LDAP
server.

LDAP Version

Specify which version of LDAP to use. The default of Version 3 is the
current standard; some older servers still use Version 2.

Port

Specify the port number on which the LDAP server is running. If
you do not specify a port, the default LDAP authentication port
number of 389 is used.

Timeout

Specifies how long the appliance should wait for a response from
the LDAP server to an authentication request before declaring a
timeout failure.

The valid range is 0-60 seconds; default value is five seconds.

SSL Mode

Enables SSL or TLS to secure communications with LDAP servers as
follows:

e None—Does not use SSL or TLS to secure LDAP
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Setting Description

e SSL—Secures LDAP using SSL over the SSL port.
e TLS—Secures LDAP using TLS over the default server port.

NoTE: SSL and TLS modes use TLS 1.2 for negotiation with the
LDAP server and the default ports.

SSL Port Specifies the LDAP SSL port number.

Referrals Specifies the type of user information search in the LDAP servers.
e Yes—Searches the user information in all the LDAP servers.
e No—Searches the user information in the selected LDAP server.

Search Timeout Specifies how long the appliance should wait for a response from
the LDAP server over SSL/TLS port before declaring a timeout
failure.

The valid range is 0-60 seconds; default value is five seconds.

Configure Remote User Group Mapping

GigaVUE-FM provides the ability to assign user groups to the members based on their
existing directory server group membership.

Group Mapping enables you to assign a group (that has corresponding user role privileges)
to the members of a specific group. Mapping a remote user group to a local user group
provides a granular way the roles are assigned to a group when they log in to GigaVUE-FM.
Moreover, this eliminates the need to create specific roles on the remote server, since a
remote user group can be mapped to a local user group.

NOTE: Only users belonging to the Super Admin User Group or users with write access to
the FM Security Management category can enable or disable Group Mapping.
Refer to the following steps to enable User Group Mapping:

1. Under LDAP > User Group Mapping, click on New.

2. Enter the Remote Group Base DN and select the required Map to Group(s) option for
which you want the remote user group to map to.

The following table describes the settings.
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Setting Description

Remote Group Base DN Specifies the user mapping for a specific Remote Group
Base.

Map to Groups Specifies groups that a remote group can be mapped
to.

NOTE: Group Base DN is case insensitive. CN=FMtest is same as cn=FMtest.
3. Click OK to configure remote user group mapping.

4. Check User Group Mapping to enable it.

Now when a remote user logs in, they would be given the role of user admin.

Configure User Groups in External Authentication Servers

This section describes how to set up RADIUS, TACACS+, and LDAP servers to perform
authentication for GigaVUE-FM, including how to include a local user mapping attribute
that GigaVUE-FM can use to assign user groups to an externally-authenticated user. See the
following sections for details:

« Assign Groups with External Authentication Servers

« Configure Cisco ACS: RADIUS Authentication

» Configure Cisco ACS: TACACS+ Authentication

Assign Groups with External Authentication Servers

GigaVUE-FM provides the following default user groups:

= Super Admin User Group— Allows users associated with this group to do everything in
GigaVUE-FM, including adding or modifying users and configuring all AAA settings in
the RADIUS, TACACS+, and LDAP pages. Can change password for all users.

« Admin User Group — Allows users associated with this group to do everything in
GigaVUE-FM except adding or modifying users and change AAA settings. Can only
change their own password.

« View Only User Group— Allows a user to view everything in GigaVUE-FM, including
AAA settings, but not make any changes. Can only change their own password.

NOTE: Access control for each of the groups is based on roles and tags. Refer to the
following sections for details: Roles and Users.

The default groups can be assigned based on the groups assigned in the external
authentication server. Refer to Use AAA Server Role Assignments for details.
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Configure Cisco ACS: RADIUS Authentication

Use the following steps to configure Cisco ACS 5.x (RADIUS) for externally authenticated
groups in GigaVUE-FM:

1. Navigate to Policy Elements > Authorization and Permissions > Network Access >
Authorization Profiles and click Create to add a new authorization profile.

2. Give the profile a name and description and click on the RADIUS Attributes.

Leave Dictionary Type set to RADIUS-IETF and click the Select button adjacent to the
RADIUS Attribute field.

4. Select the Class attribute from the dialog that appears and click OK.

5. Leave the Attribute Type and Attribute Value fields at their default value (String and
Static, respectively).

6. Provide the list of GigaVUE-FM specific groups in the following format:

Class=<comma separated FM groups> with no space in between the groups

| Adda || Editv || Replacen|| Delete |

Dictionary Type: RADIUS-IETF -
£ RADIUS Aftribute: Class Select
£ Attribute Type: String

Attribute Value: Static -
# Admin Group, Super Admin Group

Click the Add button [La:a Jto add this attribute to the authorization profile.
8. Assign this authorization profile to a group and populate it with GigaVUE-FM users.

Figure 7Supplying the Class Field for RADIUS (ACS 5.x) shows these settings in a CiscoSecure
ACS 5.x authorization profile.
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@ Cisco Secure ACS

al [

ACSAdmin FM-cisco-acs (Primary : LogCollector) Log Out About Help

l|||t|||l E L -
cisco Cisco Secure AGC

2 ::" My Workspace Policy Elements > Authorization and Permissions > Network Access > Authorization Profiles > Edit: "RadiusMultipleRole"
| General | Common Tasks | RADIUS Attributes |
Common Tasks Attributes A
. Policy Elements Attribute Type Value |
A
v
Authorization Profiles WERLEY EEEs
Attribute Type Value |
Class String Admin Group, Super Admin Group
A
Access Policies Vv
|| Monitoring and Reports V)
» &7 System Administration

Submit

Figure 7 Supplying the Class Field for RADIUS (ACS 5.x)

Configure Cisco ACS: TACACS+ Authentication

Use the following steps to configure Cisco ACS 5.x (TACACS+) to assign user groups to
externally authenticated users in GigaVUE-FM:

1. Navigate to Policy Elements > Authorization and Permissions > Device
Administration > Shell Profiles and click Create to add a new shell profile.
a. Give the profile a name and description in the General page.
b. Click the Custom Attributes page.
c. Set the Attribute field to local-user-name.
2. Leave the Requirement and Attribute Value fields at their default value (Mandatory
and Static, respectively).
3. Provide the list of GigaVUE-FM specific groups in the following format:
gigamon:groups=Super Admin Group,Admin Group
[ addn || Editv |[Replacen]| Delete |[ BulkEdi |
Mrbe:  localusername |
Requirement Mandatory -
bposey,role-fm_super_admin
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4. Click the Add button [Lasa Jto add this attribute to the shell profile.
5. Click Submit to finalize this shell profile.

6. Create Service Selection Rules that will assign this shell profile to desired GigaVUE-FM
and GigaVUE-OS users.

Figure 8Supplying local-user-name and groups in ACS 5.x for TACACS+ shows the an
example of a shell profile for TACACS+ in ACS 5.x with the local-user-name attribute

supplied.

(2 Cisco Secure ACS

» &% Users and Identity Stores

¢ Policy Elements

Shell Profiles

» [ Access Policies

'.] Monitoring and Reports

» & System Administration

ACSAdmin

FM-cisco-acs (Primary : LogCollector) About Help

Manually Entered

Attribute

Requirement

Value

gigamon:groups

Mandatory

Super Admin Group,Admin Group

[ Addp || EditV |[Replace || Delete | [ BulkEdit

Attribute: |

Daniirnmant- | Mandatan: sz
<

Submit Cancel

Figure 8 Supplying local-user-name and groups in ACS 5.x for TACACS+

Authentication Services

With the Authentication Services page you can configure the authentication priority and
user mapping settings globally for all the devices managed by GigaVUE-FM.

» Authentication Priority: Specify the authentication methods that must be used for
logging in to the GigaVUE-FM and GigaVUE-OS HC series node as well as the order in

which they must be used.

» User Mapping: Specify the Map Order and Map Default User details.

and above.

NoTE: GigaVUE-FM and devices must be running software version 5.13.01

To access the Authentication Priority page:
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1. On the left navigation pane, cIick and select Authentication > Authentication
Services.

2. Select or Enter the required details.
3. Click Save to save the configuration.

The configurations performed in this page are similar to the configurations performed from
the devices. Refer to the following topics in the GigaVUE-OS section for details:

To configure Refer to...

Authentication Priority Configure AAA Authentication Options

User mapping User Mapping

Managed Nodes

With the Managed Nodes page in GigaVUE-FM you can perform the LDAP Server and the
LDAP User Group mapping configurations globally for all the nodes managed by GigaVUE-
FM.

NoTE: GigaVUE-FM and devices must be running software version 5.13.01 and above.

To access the Managed Nodes page:

1. On the left navigation pane, cIick and select Authentication Type > Managed
Nodes.

2. Select LDAP Server to configure LDAP server details. Click Add to add a new
LDAP server.

3. Click Default Settings to configure the settings to be applied to all LDAP servers.

Global configuration from GigaVUE-FM is similar to the configuration performed in the
devices. Refer to the following sections for details:

To configure Refer to...

LDAP server Add an LDAP Server
LDAP server default settings User Mapping

Use the Audit button to audit all the LDAP servers in all the nodes managed by GigaVUE-
FM.

Configure Remote User Group Mapping

Refer to the following steps to enable User Group Mapping:
1. Under Managed Nodes > LDAP User Group Mapping, click Add.
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2. Enter the Remote Group Base DN and select the required Map to Group(s) option for
which you want the remote user group to be mapped to.

The following table describes the settings.

Setting Description

Remote Group Base DN Specifies the user mapping for a specific Remote Group
Base.

Map to Groups Specifies groups that a remote group can be mapped
to.

NOTE: Group Base DN is case insensitive. CN=FMtest is same as cn=FMtest.
3. Click Save to configure remote user group mapping.

4. Check User Group Mapping in Default Settings to enable it.

Tags

This chapter describes how to use tags to group clusters, ports, port groups, GigaSMART
groups, GigaStreams, port pairs and maps.

This section covers the following main topics:

« Introduction to Tags

«  Work with Tags

« Create User-defined Tag
« Edit Tags

« Filter Tags

Introduction to Tags

Managing a large number of clusters and nodes in GigaVUE-FM can be a daunting
challenge. Using tags, GigaVUE-FM lets you group similar types of clusters and objects such
as ports, port groups, GigaSMART groups, GigaStreams, port pairs and maps. User-defined
tags can be associated to clusters as well as other objects.

NoTE: Starting in software version 5.8.01, the number of tag Ids per object is not
limited to any hard-coded number nor is the number of tag values per tag ID.
However, the following numbers have been qualified: A maximum of 20 tag Ids per
object and a maximum of 20 tag values per tag Id.

To create tag, you must be a user with super_admin_role or a user with write access to the
FM Security Management category. You can create the following types of tags:
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e Access Control Tags
e Aggregation Tags

Based on the number of values they take, tags can be of the following types:

» Single valued: If a tag id is single-valued, then the resource can be assigned only a single
tag value.

« Multi valued: If a tag id is multi-valued, then the resources can be assigned multiple tag
values.

RBAC Tags (Access Control Tags)

Starting in software version 5.8.00, you can use tags for access control operations by
associating tags to user groups. Access control tags control the way the users access the
resources such as clusters, ports, port groups, GigaSMART groups, GigaStreams, port pair
and map. You can use the tags for access control operations in the following ways:

» To associate the resources in the system to tag keys and their associated values.
e To associate the user groups in the system to tag keys and their associated values.

Thus, the tags for access control are associated to the resources as well as to the user
groups. The users will be able to access the resources only if the tag value, by virtue of the
user group they belong to, matches the tag value of the resources. Tag keys and the
corresponding tag values are created in advance in the system. The tag keys are also
associated to the tag values in advance.

When a user with a specific tag key and tag value creates a map, the tag key and tag value
of the user is associated with the map that is created.

You can define the tag key and tag value depending on what the user is required to
perform. Refer to the following examples:

User Group Role Tag Key and Accessibility
Tag Value
User 1 Super admin fm_super_admin Tag Key = All The user can:
group [Read/write access | Tag Value = All

¢ add, edit, delete, view all

to all resources] resources

e can add or modify users, and
configure all AAA settings

e associate any tag value to any
of the resources.

User 2 Admin group fr_admin Tag Key = All The user can:
[Read acgess to Tag Value = All . add, edit, delete, view all
FM Security
resources
Management
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User Group

Tag Key and

Tag Value

Accessibility

Category]
[Read/Write access

e cannot add or modify users and
cannot configure the

group

[Read access to
resources that
belong to Physical
Device
Infrastructure
Management

Read/write access
to resources that
belong to Traffic
Control
Management
Resources]

to all other AAA settings
categories] e can change his own password
e associate any tag value to any
of the resources.
User 3 View only user fm_user Tag Key = All The user
group [Read accessto all | Tag Value = All .
e can only view all the resources.
resources] The role does not allow the user
to add, edit or delete resources
e cannot associate tag keys to
the resources
User 4 Custom user Custom role Tag Key = Specific | The user can:
rou ; tag keys based on
grodp [Read/Write access thi resyources tobe | * mManage the resources for
to resources that controlled by the which the user has permission
belong to Physical . depending on their role
Device admin user
Infrastructure (example location) | * cantag/untag ports and other
Management] Tag Value = All resources for which the user
has permission, depending on
the role
User 5 Custom user Custom role Tag Key = Specific | The user can:

tag keys based on
the resources to be
controlled by the
admin user
(example location)
Tag Value =

Specific location,
e.g. Dubai

e use the resources that belong
to the location Dubai

. create a map using the
port that has
location=Dubai (tag key
and value). The map that
gets created will have the
same tag location=Dubai
automatically.

e cannot tag/untag ports and
other resources for which the
user has permission,
depending on the role

User Association with Roles and Tags

Refer to the Create User Groups section for more details about roles and tags.
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Aggregation Tags

Aggregation tags are used to aggregate the resources for the purpose of collecting and
analyzing statistics. For example, using aggregation tags, you can easily view and compare
the aggregated traffic flowing through a list of ports. To analyze the aggregated traffic
flowing through the ports highlighted in red in the following figure, you can create a tag ID
with the name Group-A and assign the tag values as shown in the table.

TagName: Group-A

TA_TOOL HC2_NETWORK WireShark
n HC2_TOoOL
11ix2,
TA_NETWORK ! * i
Gg/1/x14 11/

11/x6

TA - 10 (10.115.200.16)
Spirent 11/x19 HC2 (10.115.200.200)

1R/x5

/1

FireEye

Ports Tag Value

1/1/x5 TA_Network
11/x13,1/1/x14,1/1/ x15 TA_TOOL
11/x3,1/1/x4,1/1/x5 HC2_NETWORK
11/X2,1/1/x6,1/1/X1 HC2_TOOL

In the physical dashboard, you can create the following widgets to quickly compare the
aggregated traffic flowing through the ports associated with TA_NETWORK with the traffic
flowing through the ports associated with HC2_NETWORK:

e Highest Traffic
e |owest Traffic
e Most Utilized Traffic
e | east Utilized Traffic

Consider another example. The tag ID 'Service' has the following tag values: IMS, GW, 5C.
Perform the following tagging operations.

» Tag a set of network ports with service = IMS

e Tag a set of network ports with service = GW, 5G
e Tag a set of tool ports with service = IMS

e Tag a set of tool ports with service = GW, 5G

You can use the aggregation tags and derive the following statistics:
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» Get the rate of traffic for all network IMS ports in the system (i.e. the total rate for the last
one hour of all ingress IMS traffic)

» Get the rate of traffic for all tool ports with service = GW or 5GC or if you have tagged a set
of maps with service = 5G

e Get the total rate of all maps with service = 5G for the past one hour
Rules and Notes

Refer to the following rules and notes for the access control and aggregation tags:

e All GigaVUE-FM users, irrespective of the role and user group they are associated to, can
view and access all the resources tagged using aggregation tags. However, to add
aggregation tags, the user must have access to the specific resources for which the
required aggregation tag ID can be added along with the possible tag values that this
tagld can take.

» Ifyou assign a tag ID to a port group, port pair, GigaStream, GigaSMART Group, then the
tag ID is associated to all the individual ports in the port group, port pair, GigaStream,
GigaSMART Group. This is applicable only for the above mentioned groups and not
applicable for maps. If you delete the tag ID or the tag values, or remove the collection,
then the tag ID and values of the objects are also updated accordingly.

* You cannot associate aggregation tags to user groups.

* You can use access control tags as aggregation tags for deriving statistics.

e GigaVUE-FM allows you to create tags with prefix "_" (underscore character), however you
cannot create tags with prefix "__" (double underscore).

* Internal Tags: GigaVUE-FM uses internal tags for aggregation purposes. For example,
internal tags are used in fabric maps for statistical purposes. When you create a fabric
map, GigaVUE-FM creates the following internal tag key and the tag value is the alias of
the Fabric Maps_fabricMapAlias. You cannot delete internal tags created with prefix "_".

¢ Neighbor ports information retrieved from the Ports Discovery page may also include
ports that are not permitted for your role. However, you can only view basic information
(such as Port ID, Port Type, Alias) of the unpermitted ports and cannot perform any
operation on these ports.

Tag Hierarchy

Both access control tags and aggregation tags follow a tag hierarchy. That is, if a tag id is
associated with a top level object, then all the objects at the lower level inherit the tag ID.
This is applicable only for physical objects such as the follows:

o Cluster
e Device
e Port

Notes:
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» Ifatag ID is multivalued, then the resources at the lower level will have values configured
at the higher level and the values configured at its level.

e Tag IDs as well as the Tag Values can be set to the value ALL, depending on the role of the
user:

° The taglD for a user can be set to ALL, which indicates that this user will be associated
with all the taglDs and the associated tag values in the system. For an Admin Super
User, the tag ID is associated to ALL, which indicates access to all the resources in the
system.

° The tag value for a user can be set to ALL. For an Admin User, for specific tag IDs, the
tag value is set to ALL. For example, if a customer is using department as a way to
associate the ports to different groups, then the administrator who decides which
ports get used by which department(s), would have the tagld as 'dept' and the
associated values as 'ALL'.

Work with Tags

On the left navigation pane, click kid ,to view the tags and select Tags. The existing tags are
displayed in the Tags page.

. 3
&) GigaVUE-FM Q2 4 6o
il | SETTINGS Tags Filter New Edit Delete
> Tasks
éﬁ Reports
> Authentication
High Availab...  [] Key ~ Values . Description ~ Multi Valued _ Hierarchical - Type ®
I Tags O servicel All, gateway1, IMS1 True False Rbac
> System
SUPPORT
API Reference
App Protobo...
About
Gotopage: 1 v Total Records: 0
FM Instance: Test_FM Ul_ReOrg Last Updated At: Nov 23, 2020 18:09:06

Figure 9 Tags Home Page

The following buttons are displayed in the Tags page.

Field Description

Filter Filters the tags available in the Tags page. For more information,
refer to Filter Tags.

New Creates a new tag. For more information, refer to Create a Site and
Create User-defined Tag.
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Field Description

Edit Edits an existing tag. For more information, refer to Edit Tags.

Delete Deletes an existing tag.

The following columns are displayed in the tags list view:

Field Description

Key Tag key.

Values The values of the tag.

Description Description for the tag.

Multivalued Indicates if the tag is single valued or multi-valued. By default, the

tag is multi-valued.

Hierarchical Indicates if tag hierarchy is set to true or not.
Type Indicates the type of tag:
e RBAC

e Aggregation

Create User-defined Tag

A user with fm_super_admin role or a user with read/write access to the FM security
Management category can create a user-defined tag.

NoTE: All other uses can only view the tags depending on the role of the user and
can only associate resources only to those tags.

To create a tag:

1.  On the left navigation pane, cIick and select Tags.
2. Inthe Tag page, click New.
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&) GigaVUE-FM

lﬂ SETTINGS

> Tasks
%» Reports
> Authentication
= High Availab...
I Tags
> System

SUPPORT
API Reference
App Protobo...
About

FM Instance: Test_FM UI_ReOrg

New Tag
Name Tag Name
Description Tag Description

MultiValued @ O

Tag Type Aggregation v
Hierarchy o
Values type value.. -

Figure 10 New Tag Creation

3. Enter or select the appropriate details:

Field Description

Name Name of the tag

Description Brief description for the tag

Multi Valued Indicate if the tag is multivalued. This is the default value.

Tag Type Type of tag. Values include:

« Aggregation
« RBAC (Access control)

Hierarchy If enabled, the tag id that is associated with the top
level object will be inherited by the objects at the
lower level. Refer to the "Tag Hierarchy" section for
more details.

NOTE: Hierarchy is always set to true for Aggregation tags.

Values Values for the tag. Type the tag values and click Enter.

4. Click OK. The new tag is added to the list view.

Add Tags To Resources

The following paragraphs describe how to add tags to resources such as clusters, ports,

maps.
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NoTE: Ensure that the tag keys and tag values are created prior to associating the
resources to the tags.

To associate standalone devices or clusters to tags:
1. Select Physical > Physical Nodes.
2. Select the device or devices for which you want to add the tag.

3. Click the Tags drop-down option in the top navigation bar and select Add.

NoTE: The Tag Keys and the Tag Values that are displayed depend on the role of
the user.

4. Select the required Tag Key and Tag Value option in the top navigation bar and select
Add.

Node Level Tagging

Starting in software version 5.11.00, each of the individual nodes in the cluster can be
associated with a tag key and a tag value. To assign a tag key to a device:

1. On the left navigation pane, click on go to Physical > Nodes.

2. Click on Tags and select Device Level Tagging.

3. Select the required nodes/nodes and click Add. The Add Tags to Resources page
appears.

4. Select the required tag key and the tag value to which the nodes must be tagged.

5. Click OK.
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Traffic

Inventory

Nodes

Tools

Topology

Topology E523

> AWS

> Azure

> Kubernetes

> Nutanix

> OpenStack

> VMware

> AnyCloud

Physical Nodes

Oct 20, 2020 17:13:06

Total Nodes: 200 | Filter: none

Cluster ID

c1c10000 &

¢1c10000 &

c1c10000 &

c1cl0001 &

clcl0001 &

€1cl0001 &

clcl0002 &

clcl0002 &

¢1cl0002 &

¢1c10003 &

¢1c10003 &

Gotopage: 1

Host Name

dev2.c1.0000.proxy-c1-1
dev3.c1.0000.proxy-cl-1
dev1.c1.0000.proxy-c1-1
dev2.c1.0001.proxy-c1-2
dev3.c1.0001.proxy-cl-2
dev1.c1.0001.proxy-c1-2
dev2.c1.0002.proxy-cl-2
dev3.c1.0002.proxy-cl-2
dev1.c1.0002.proxy-cl-2
dev2.c1.0003.proxy-c1-2

dev3.c1.0003.proxy-cl1-2

v of19 >l

Tags ~

Actions ¥

| Filter )

Device Level Tagging® O

Model

dev2.cl.0..
dev3.cl0..
Hevicio..
dev2.c1.0..
dev3.cl0..
devl.cl1.0..
dev2.c1.0..
dev3.cl0..
devl.clO..
dev2.c1.0..

dev3.cl.0..

Total Records: 200

HC3

HC3

HC3

HC3

HC3

HC3

HC3

HC3

HC3

HC3

HC3

| Tags

NodeType

NodeType :
NodeType :
NodeType :
NodeType :
NodeType :
NodeType :
NodeType :
NodeType :
NodeType :

NodeType :

: AggregationLayer | Region :

AggregationLayer | Region :
AggregationLayer | Region :
AggregationLayer | Region :
AggregationLayer | Region :
AggregationLayer | Region :
AggregationLayer | Region :
AggregationLayer | Region :
AggregationLayer | Region :
AggregationLayer | Region :

AggregationLayer | Region :

Import

USA | State :
USA | State :
USA | State :
USA | State :
USA | State :

USA | State:

The nodes in a cluster are now associated to tags which can be used for creating the
required topology.

Tagging Ports

USA | State :
USA | State:
USA | State :
USA | State :

USA | State :

CA|.
CA|.
CA|..
CA|..
CA|.
CAl.
CA|.
CA|.
CA|.
CAl.

CAl.

To associate ports, port groups, GigaSMART groups, GigaStream, or port pairs or maps to the
tags, you must navigate to the respective pages and associate the tags. For example to
associate the ports to tag:

1.

ok WN

Go to Ports > All Ports.

NOTE: You can view the list of ports for which you have access to.

Select the port for which you need to associate tags.

Click Edit.

Scroll down to the Tags option.

Select the required Tag IDs and Tag Values that must be associated to the ports.
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Ports: 1/1/q4
Lock shared with Users

Assigned to Roles

Level 1
Level 2
Level 3

Level 4

Click to select

Click to select

Click to select

Click to select

Click to select

OK Cancel

W Tags

Tags

region

TagKey

east

Values

west

®0

To tag multiple resources (bulk update) at a time:

1. Select the required ports.

2. Click the Tags drop-down option from the top menu and select Add.

NoTE: New tag ids and tag values will be associated to the selected ports if the ports
have already not been associated to the tag Id or tag values.

Remove Tags from Resources

You can remove the tags from the resources by navigating to the respective resource pages.
For example, to remove the tags from the ports:

Click Edit.

I S R

Go to Ports > All Ports.
Select the port for which you need to remove the tags.

Scroll down to the Tags option.
Select the required Tag IDs and Tag Values that must be removed from the ports.

You can also select multiple ports and remove the tags using the Tags > Delete option. If
you select all the tag values and click delete, the tag key and tag value be removed from the

resource.
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NoTE: When you delete the tags from the resources, the resources are no longer
associated to the tag keys and tag values. To delete the tag key and tag value from
GigaVUE-FM, refer to the Delete Tags section.

Edit Tags
To edit an existing tag:

On the left navigation pane, click and select Tags.
2. Inthe Tags page, select a tag you want to edit and click Edit.
3. In the Edit Tag page, you can edit the following:
e Description
Multi Valued
Tag Type
Hierarchy

p—

Values
4. Click OK to save the changes.

NOTE: You cannot edit the name of the tag.

Filter Tags

To filter the tags:

1.  On the left navigation pane, cIick and select Tags.

2. Inthe Tags page, click Filter to filter the tags. The Filter quick view is displayed. Refer to

Figure 11 Tag Filters.
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- 2
@) GigaVUE-FM Qa £ Qo 606
[l | SETTINGS Tags X  Filter Clear
> Tasks
é» Reports
o Names Sample_Site
> Authentication
= High Availab... [} Key ~ Values . Description N Multi
I Tags Sample_Site All, Florida, SantaClara Site speci
> System
SUPPORT
API Reference
App Protobo...
About
Goto page: 1 v Total Records: 0
FM Instance: Test_FM UI_ReOrg

Figure 11 Tag Filters

3. From the Names drop-down list, select the name of the tag that you want to search.

You can select multiple tags. The respective tag key will be displayed in the drop-down

list.

4. From the Values drop-down list, select the name of the tag value. The results
matching the filter criteria is displayed in the Tags page.

Delete Tags

You can delete tags only if you are a user with fm_super_admin role or a user with write
access to the FM Security Management Category.

Bulk Upload Tags

GigaVUE-FM allows you to, instantaneously:

e Bulk upload a large number of tag keys and tag values.
¢ Assign tags to the resources such as devices, ports, and maps.

Use the Import and Export Tags as Resources options in the Tags page to
upload/download a CSV file containing the required fields:

» For bulk uploading tags: CSV file must contain tag key, tag value, description and other

associated details.

» For Assigning tags to resources: CSV file must contain the resource type, resource id,
tag key, tag values.
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The tag keys and tag values will be added, deleted or replaced in GigaVUE-FM based on the
following criteria:

. . Update in

Action Scenario GigaVUE-FM

Append Tag key and tag values are not present in GigaVUE-FM, but are Tag key and tag values
defined in the CSV file. will get added.
Tag key and tag value are not present in GigaVUE-FM, but the tag key | Tag key with tag value
is defined in the CSV file without tag values. 'All' will get added.
The tag key present in GigaVUE-FM matches with the tag key defined | Tag values will be
in the CSV file, however tag values defined in the CSV file are not merged.
present in GigaVUE-FM (either the complete set of tag values, or a
subset of tag values).
Tag keys and tag values present in GigaVUE-FM match exactly with The property of the tag
the tag keys and tag values defined in the CSV file, however the keys and tag values will
CSV file indicates changes to the property of the tags (Multivalued, be updated as per the
Type, Hierarchical) CSV file.
Tag keys and tag values present in GigaVUE-FM matches | No updates.
exactly with the tag keys and tag values defined in the
CSV file.

Delete Tag key and tag values defined in the CSV file are not present in No updates.
GigaVUE-FM.
Tag key and tag values defined in the CSV file match exactly with tag Tag key and tag
keys and tag values in GigaVUE-FM. values will be

deleted.
Tag key defined in the CSV file is also present in GigaVUE-FM, however | Tag key is not deleted,
the tag values defined in the CSV file are only a subset of what is but tag values defined
present in GigaVUE-FM in the CSV file are
deleted.

Replace Tag key and tag values are not present in GigaVUE-FM, but are Tag key and tag values
defined in the CSV file. will get added.
Tag key and tag value are not present in GigaVUE-FM, but the tag key | Tag key with tag value
is defined in the CSV file without tag values. 'All' will get added.
Tag keys and tag values present in GigaVUE-FM matches | No updates.
exactly with the tag keys and tag values defined in the
CSV file.
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The tag key present in GigaVUE-FM matches with the tag key defined
in the CSV file, however tag values defined in the CSV file are not
present in GigaVUE-FM (either the complete set of tag values, or a
subset of tag values).

Tag values will get
replaced as per the
CSV file.

The tag key present in GigaVUE-FM matches with the tag key defined
in the CSV file, however tag values are not defined in the CSV file

Tag key is updated and
all tag values except
'All" will be deleted

Tag keys and tag values present in GigaVUE-FM match exactly with
the tag keys and tag values defined in the CSV file, however the
CSV file indicates changes to the property of the tags (Multivalued,
Type, Hierarchical)

The property of the tag
keys and tag values will
be updated as per the
CSV file.

Import Tags

To import a CSV file that has tags or tag resources:

1. On the left navigation pane, cIick and select Tags.

2. Click Import.
3. In the Import Tags page that appears, you can perform the following actions:
 Append: Appends a new set of tag keys, tag value to the existing list.
¢ Replace: Replaces the existing tags keys and tag values.

Delete: Deletes the tag keys and tag values.

NoTE: Refer to table in the previous section to understand the conditions

based on which the tags will be appended, deleted or replaced.

4. Click Select to browse and select the CSV file.

To import tags: The CSV file must contain the following fields:

Key

Values
Description
Multi Valued
Type
Hierarchical

See the following image:
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Import Tags

Key
Region
Dept
Service
Location

Nodetype

Import Action

Values Description

IT.Eng
IMS, Gatewa...
Asia

Master,sta..

Select one... -

Multi Valued

FALSE

TRUE

TRUE

FALSE

FALSE

Select File | @

Hierarchical

TRUE

TRUE

FALSE

TRUE

TRUE

Submit

Type
Aggregation
Aggregation
Rbac
Rbac

Aggregation

To import tags for resources: The CSV file must contain the following fields:

¢ Resource Type

e Resource |ID

o Key
e Values

Import Tag Resources

Resource Type
Port
Port
Port
Port
Port
Port
Port
Port
Port

Port

Propagated Values

Import Action

Resource Id

10.115.38.159:2/1/x1

10.115.38.159:2/1/x2

10.115.38.159:2/1/x3

10.115.38.159:2/1/x4

10.115.38.159:2/1/x5

10.115.38.159:2/1/x6

10.115.38.159:2/1/x7

10.115.38.159:2/1/x8

10.115.38.159:12/1/x1

10.115.38.40:2/1/x1

Selectone.. ~

Select File ) @

Key

Region
Service
Region
Service
Service

Service

Service

Service

Submit

Values

East,North

IMS

West

IMS

IMS

IMS

IMS

Cancel

Cancel

5. Click Submit. A pop-up appears in the bottom right corner of the page with the status..

6. Click on the link in the pop-up to navigate to the Audit Logs page.

The Audit Logs page displays the log entries for the added, deleted and replaced tags.
There will not be any log entries if the tag keys/tag values were skipped from being

updated in GigaVUE-FM.

activity performed.

NoTE: Use the Last Tagging Activity button to view the pop-up again for the last
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Export Tag Resources

GigaVUE-FM allows you to export the tag keys and tag values for resources to a CSV file
format from the following pages:

e Tags page

* Physical Nodes Page
e Ports Page

¢ Maps Page

To export from Tags Page

1. On the left navigation pane, cIick and select Tags.
2. Click Export Tag Resources button.

The tags keys and tag values for all the resources (Devices, ports and maps) will be exported
to the CSV file:

To export from Physical Nodes page

1.  On the left navigation pane, click on and select Physical .
2. Select the required device or devices for which you need to export the tags.

3. Click Tags and select Export Tags for Selected in the drop-down.

The tag keys and tag values associated to a device will be exported to the CSV file:

NoTEe: Click Tags and select Export Tag Resources for Selected to export tag keys
and tag values associated to a specific device and to the associated resources such as
ports and maps.

To export the tags from the Ports or Maps page

From the Ports or Maps page, click Tags and select Export All tags. The tag keys and tag
values associated to all the ports or maps will be exported to the CSV file.

NOTE: You need not select the individual ports or maps to export the tags.
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Roles and Users

This chapter provides basic information about role-based access and the procedures to
manage roles and users in GigaVUE-FM along with assigning access permissions. The
following topics are covered:

= About Role-Based Access

« Configure Role-Based Access and Set Permissions
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About Role-Based Access

Role Based Access Control (RBAC) controls the access privileges of users and restricts users
from either viewing or modifying unauthorized data which could be:

« Datain managed devices
«» Datain GigaVUE-FM

Access Privileges in GigaVUE-FM

Access privileges in GigaVUE-FM is controlled by the following:

User role: A user role defines permission for users to perform any task or operation in
GigaVUE-FM or on the managed device. Refer to Create Roles for more details on defining
user roles.

User group: A user group consists of a set of roles and set of tags associated with that
group. When a user is created they can be associated with one or more groups. Refer to
Create User Groups for more details on defining user roles.

RBAC mode: RBAC mode is used to apply further restriction on user’s tasks or operation.

GigaVUE-FM provides the following two RBAC modes:

« Device RBAC
«» GigaVUE-FM RBAC

NoTE: Users are authorized to perform a task or operation based on the definition of
their role in GigaVUE-FM.

Device RBAC mode

Once the users are authorized, GigaVUE-FM in the device RBAC mode does the following:
o Leveragesthe RBAC settings defined for the user on the managed device to further
control the user’s access privileges.

o Uses the user's login credentials to execute the task or operation on the managed
device.

If the user does not have the necessary privileges defined on the managed device, the user
will not be allowed to perform the task or operation. Therefore, user's login credentials in
GigaVUE-FM should match the user's login credentials in the managed device.

It is recommended that both GigaVUE-FM and the managed device validate user
credentials against a common authentication service (such as LDAP, RADIUS, or TACACS+).

GigaVUE-FM RBAC
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Once the users are authorized, GigaVUE-FM in this mode, does the following:

« Uses the node credentials to execute the task or operation on the managed device.
Node credential is the credential used while adding a node in GigaVUE-FM.

It is recommended that the node credentials (username/password) used to add a node in
GigaVUE-FM is also configured in the node and has the necessary privileges. That is, the
node credentials must match the credentials of an admin user on the managed nodes, so
that when GigaVUE-FM performs any task or operation on the managed nodes, they all
succeed with no errors.

RBAC Mode

Starting in software version 6.0.00, GigaVUE-FM RBAC is the only RBAC supported and is
enabled by default. If you are using device RBAC, the RBAC mode will be changed to
GigaVUE-FM RBAC.

If you are running previous versions of GigaVUE-FM, refer to the following notes:

e Starting in software version 5.13.00, device RBAC support is removed from GigaVUE-FM.
But, if you are already using device RBAC and upgrade to GigaVUE-FM version 5.13.00,
then you must migrate to GigaVUE-FM RBAC. Otherwise, device configurations
performed from the GigaVUE-FM GUI will fail.

e Starting in software version 5.7, device RBAC is not supported in GigaVUE-FM. However, if
you are already using device RBAC and upgrade to GigaVUE-FM version 5.7 and later,
then GigaVUE-FM supports device RBAC and provides an option to migrate to
GigaVUE-FM RBAC.

Configure Role-Based Access and Set Permissions

Configuring RBAC in GigaVUE-FM consists of the following tasks:

« Add Users
« Create Roles
« Create User Groups

Add Users

This section provides the steps for adding users. You can add users only if you are a user with
fm_super_admin role or a user with either read/write access to the FM security
Management category.

IMPORTANT: It is recommended to create users through GigaVUE-FM:

» You cannot view or manage users created in GigaVUE-FM CLI using GigaVUE-FM.
« You cannot view changes made to the users in GigaVUE-FM CLI in GigaVUE-FM.
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fm_user role.

NOTE: Monitor and operator users are not available in GigaVUE-FM. However, if you
upgrade from a previous version in which monitor/operator users have been mapped
in map default user, then after upgrade:

» In AAA: Users authenticated through the external servers will be assigned the

« In LDAP: Remote group based DN entry will not be migrated.

To add users perform the following steps:

1. On the left navigation pane, cIick and select Authentication > User Management >

Users. The User Management page is displayed.

User Management Users Roles User Groups

Usemname | Name | Email
> admin System Administrator

> userl userl

> user2 user2

> user3 user3

> userd userd

ojg|oojo|o o

> user6 userb

Figure 12 FM Users Page

| Resources

1 show all

2 show all

2 show all

2 show all

1 show all

2 show all

Add Actions ™

Expand All Collapse All

Member of Groups @

2. Click Add. In the Create User wizard that appears perform the following steps. Click
Continue to progress forward and click Back to navigate backward and change

details.
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Create User X
MName Mame
Username Username
Email Email
Password Password 0
Confirm Confirm Password
Password
Cancel Save

Figure 13 Create User

a. Inthe User Information tab, enter the following details:

o Name: User's actual name
o User Name: User name
o Email: Email ID of the user

o Password/Confirm Password: Password for the user. Refer to the Change Your
Password section.

NoTE: GigaVUE-FM will prompt for your password.

b. Click Save.
The new user is added to the summary list view.

You can also assign users to roles and user groups that set the access permissions. For the
steps to create roles, refer to Create Roles. For the steps to create groups, refer to Create
Groups.

NoTE: If you have logged in as a user with fm_super_admin role or a user with either
read/write access on FM security Management category, then click on the ellipsis to:

« Edit: Edit the user details.
« Delete: Delete a user.
« View Details: View the user details.
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Create Roles

This section describes the steps for creating roles and assigning user(s) to those roles.

GigaVUE-FM has the following default roles:

« fm_super_admin — Allows a user to do everything in Fabric Manager, including adding
or modifying users and configuring all AAA settings in the RADIUS, TACACS+, and LDAP
tabs. Can change password for all users.

« fm_admin — Allows a user to do everything in Fabric Manager except add or modify
users and change AAA settings. Can only change own password.

« fm_user — Allows a user to view everything in Fabric Manager, including AAA settings,
but cannot make any changes.

Starting in software version 5.7, you can create custom user roles in addition to the default
user roles in GigaVUE-FM. Access control for the default roles and the custom roles is based
on the categories defined in GigaVUE-FM. These categories provide the ability to limit user
access to a set of managed inventories such as ports, maps, cluster, forward list and so on.

Refer to the following table for the various categories and the associated resources:

NOTE: Hover your mouse over the resource categories in the Roles page to view the
description of the resources in detail.

Category Associated Resources

All Manages all resources

« A user with fm_super_admin role has both read
and write access to all the resource categories.

« A user with fm_user role has only read access to all
the resource categories.

Infrastructure Manages resources such as devices, cards, ports and cloud
Management resources. You can add or delete a device in GigaVUE-FM, enable or
disable cards, modify port parameters, set leaf-spine topology. The
following resources belong to this category:

« Physical resources: Chassis, slots, cards ports, port
groups, port pairs, cluster config, nodes and so on

« GigaVUE-FM inventory resources: Nodes, node
credentials

. Device backup/restore: Device and cluster
configuration

. Device license configuration: Device/cluster
licensing

« Statistics: Device, port
« Tags: Events, historical trending
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Category Associated Resources

« Device security: SystemTime, System
EventNotification, SystemLocalUser, System
Security Policy Settings, AAA Authentication
Settings,Device User Roles, LDAP Servers, RADIUS
Servers, TACACS+ Servers

« Device maintenance: Sys Dump, Syslog

=« Cloud Infrastructure resources: Cloud
Connections, Cloud Proxy Server, Cloud Fabric
Deployment, Cloud Configurations, Sys Dump,
Syslog, Cloud licenses, Cloud Inventory.

NoTE: Cloud APIs are also RBAC enabled.

Traffic Control Manages inline resources, flow maps, GigaSMART applications,
Management second level maps, map chains, map groups. The following
resources belong to this category:
« Infrastructure resources: |P interfaces, circuit
tunnels, tunnel endpoints, tunnel load balancing
endpoints, ARP entries

« Intent Based Orchestration resources: Policies,
rules

« GigaSMART resources: GigaSMART, GSgroups,
vPorts, Netflow exporters

= Map resources: Fabric, fabric resources, flow
maps, Maps, map chains, map groups, map
templates

« Application intelligence resources: Application
visibility, Metadata, application filter resources

« Tag: Flow manipulation - Netflow operations,
Statistics - device port

« Active visibility

= Inline resources: Inline networks, Inline network
groups, Inline tools, Inline tool groups, Inline serial
tools, Inline heartbeat profile

» Cloud operation resources: Monitoring session,
stats, map library, tunnel library, tools library,
inclusion/exclusion maps.

NoTE: Cloud APIs are also RBAC enabled.

FM Security Ensures secure GigaVUE-FM environment. Users in this category
Management can manage user and roles, AAA services and other security
operations.
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Category Associated Resources

System Controls system administration activities of GigaVUE-FM. User in
Management this category are allowed to perform operations such as
backup/restore of GigaVUE-FM and devices, and upgrade of
GigaVUE-FM. The following GigaVUE-FM resources belong to this
category:

« Backup/restore

« Archive server

« License

« Storage management

« Image repo config

= Notification target/email

Forward list/CUPS Manages the forward list configuration. The following resources
Management belong to this category:

« GTP forward list
= SIP forward list
= Diameter forward list

Device Certificate Manages device certificates.
Management

Other Resource Manages virtual and cloud resources
Management

You can associate the custom user roles either to a single category or to a combination of
categories based on which the users will have access to the resources. For example, you can
create a ‘Physical Devices Technician’ role such that the user associated with this role can
only access the resources that are part of the Physical Device Infrastructure Management.

NoTE: A user with fm_admin role has both read and write access to all of the
categories, but has read only access to the FM Security Management category.

To create a role:

1.  On the left navigation pane, click 3 and select Authentication > User Management >
Roles.

2. Click Create. In the Wizard that appears, perform the following steps. Click Continue to
progress forward and click Back to navigate backward and change details.
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Create Role b 4

NAME ROLE SELECT PERMISSIONS REVIEW

Provide information for your role

Name Role Name

Description Description

Figure 14 Create Roles

a. Inthe Name Role tab enter the following:

o Name: Name of the role.
o Description: Description for the role.

b. In the Select Permissions tab:

o Select the required resources. Hover your mouse over the resource category to get a
glimpse of the resource.

o Select the required read and write permissions for the resources selected.

c. Inthe Review tab, review the role created. Click Save to create the role.
The new role is added to the summary list view.

The following tables describes how access control is applied to a user who has the required
role to access the resources based on:

» RBAC settings in the device
» RBAC mode selected in GigaVUE-FM
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Table 1: Access control for a user who has the required role in GigaVUE-FM to access the resources.

RBAC Settings on the RBAC Mode in GigaVUE-FM Access control

Managed Devices

Allows user to access its resource | Device RBAC Allow user to access
GigaVUE-FM resources

Allow user to access managed
device resources

GigaVUE-FM RBAC (node credentials Allow user to access
has admin privileges) GigaVUE-FM resources

Allow user to access managed
device resources

Disallows user to access its Device RBAC Allow user to access
resource GigaVUE-FM resources

Disallow user to access managed
device resources

GigaVUE-FM RBAC (Node credential Allow user to access
has admin privileges) GigaVUE-FM resources

Allow user to access managed
device resources

NoTE: Refer to the following notes:

» For users who do not have the necessary role to access the resources, the access
controls mentioned above are disallowed irrespective of the RBAC settings on
the managed devices and the RBAC mode in GigaVUE-FM.

« For users authenticated using the remote authentication servers such as LDAP
or TACACSH+, user groups will be assigned to the user based on the mapped-user
group configuration. Refer to Authentication for more details about role-
mapping in LDAP and TACACS+ based authentication.

Create User Groups

Starting in software version 5.8.00, you can use the user group option to associate the users
with Roles and Tags. A user group consists of a set of roles and set of tags associated with
that group. When a user is created they can be associated with one or more user groups.

The following user groups are available by default in GigaVUE-FM. You will not be able to
edit or change these groups in the system.
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User Group

Tag Key and Tag Value

Permission

Super Admin Tag Key = All Group with privileges of fm_super_
Group adminrole.
Tag Value = All
Admin Group | Tag Key= All Group with privileges of fm_admin
role.
Tag Value = All
View only user | Tag Key = Al Group with privileges of fm_user role.
Tag Value = All

By creating groups and associating to tags and roles, you can control the users of the

following:

e The category of resources which the user can access, such as the clusters, ports, maps
and so on. This is defined using the Roles option. Refer to the Roles section for more

details.

» The physical and logical resources that the user can access, such as the ports in a cluster
that belong to a specific department in a location. This is defined using the Tags option.

Refer to the following flow chart to see how access control operation occurs when the user
accesses a resource:
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User Accesses an Object

Role of the user
allows the user
to access the
resource?

No

Tag Key and

Tag Value of Override No
the user = Tag User

Key and Tag option

Value of the is Yes

resource?

Y Y

User can access the " User cannot access the
resource resource

To create a group:

1.  On the left navigation pane, cIick , and then select Authentication > User
Management > User Groups.

2. Click Create. In the Wizard that appears, perform the following steps. Click Continue to
progress forward and click Back to navigate backward and change details.
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Create Group

NAME GROUP ASSIGN ROLES ASSIGN TAGS SELECT USERS REVIEW

Provide the name for your group

Group Name Group Name

Description Description

Cancel Continue

Figure 15 Create Group

a. Inthe Name Group tab enter the following:

o Group Name: Name of the group.
o Description: Description for the group.

b. In the Assign Roles tab, select the required role.

c. Inthe Assign Tags tab, select the required tags Id and tag value. Only access
control tags will be available for selection.

NoTE: Select the Override User option to allow the user to access the resources for
which the tag key of the resource does not match the tag key of the user.

d. Select the required users (this step is optional).

e. Inthe Review tab, review the group created. Click Save to create the group.

The new group is added to the summary list view. Click on the ellipses to perform the
following operations:

o View Details: View the details of the group such as the Group Name, Description,
Role associated to the group, Tag associated to the group.

o Assign Users: Assign groups to users if this step was skipped at the time of creating
the group.

o Remove Users: Remove existing users from the group.
o Edit: Edit an existing group.
o Delete: Delete an existing user.
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Alarms

This chapter provides basic information about alarms and the procedure to manage alarms

in GigaVUE-FM. The following topics are covered:

« Overview of Alarms

«  View Alarms

«  View Alarms based on User's RBAC Persmissions
« Manage Alarms

= Manage Multiple Alarms

« Alarm Correlation

« Filter Alarms

« Alarms for Fabric Maps and Policies

« Alarms for GigaVUE-FM Configurations
« Drill down to Alarm Source

« Events
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Overview of Alarms

An alarm in GigaVUE-FM is a condition that requires user attention. GigaVUE-FM triggers
alarms based on the health status information of the devices, that is, GigaVUE-FM generates
alarms based on the health status of the physical and logical components in the visibility
fabric.

GigaVUE-FM generates alarms either as:

= Active monitoring alarms: Alarms are generated by actively monitoring the network
resources and triggered based on threshold levels.

« Passive monitoring alarms: Alarms are generated after a problem has occurred based
on the traps generated by the device.

Alarms are classified into the following types based on their status:

«» Acknowledged: Indicates that the alarm has been viewed by the user and is aware of
the alarm, irrespective of the action being taken.

» Unacknowledged: Indicates the alarm has not been viewed by the user and is pending
action.

» Suppressed: Indicates the alarm that are suppressed or auto acknowledged by the
user. To learn more about suppressing an alarm refer to Suppressed Alarms.

Based on the severity level, alarms are classified into the following types:

» Critical: Indicates service disruption or a total loss of service and needs immediate user
attention.

= Major: Indicates major degradation to service and needs user attention at the earliest
possible time.

= Minor: Indicates a minor service disruption which may result in major degradation and
therefore needs attention.

« Warning: Indicates an information that may result in higher level issues if ignored over
a period of time.

« Information: Indicates an information or a message that may not have major impact to
service.

Suppressed Alarms

GigaVUE- FM allows you to suppress alarms that are raised during maintenance operation of
a specific resource, cluster or node.

This section explains about the following:
»  Suppress Alarm

« Manage Suppression Rules
« View Suppressed Alarms
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Suppress Alarm

You can suppress an alarm or alarms for a specific period or indefinitely by:

» Suppressing from Alarms page
= Suppressing from Physical Nodes page

You can also configure auto-suppression of alarms for certain GigaVUE-FM triggered
operations on device such as Configuration Restore, Device Reboot, Image Upgrade on a
cluster or node and Cluster Creation Operations.

For more information, refer to Auto-Suppression of Alarms
Stop Suppression

Stop Suppression deactivates the corresponding suppression rule of the alarm. When you
select Stop Suppression for a suppressed alarm, GigaVUE-FM gives an appropriate message
indicating if the rule is deactivated or if the rule does not exist.

To stop suppression of alarm from the Alarms page, do the following on GigaVUE-FM:

1.  On the left navigation pane, click on Iﬂ
2. Goto System > Alarms.

3. Select an alarm and click the ellipsis.

4. Click Stop Suppress.

You can also suppress using the Action button. For more details, refer to Buttons.
Suppressing from Alarms page

To suppress alarm from the Alarms page, do the following on GigaVUE-FM:

1. On the left navigation pane, click on Iﬂ
2. Go to System > Alarms.
3. Select an alarm and click the ellipsis.
4. Click Suppress. The Add Suppression Rule page appears.
You can also suppress using the Action button. For more details, refer to Buttons.
5. Enter the following details to suppress the alarm:

» Reason - You can select from the available reason in the drop-down list or click New to
specify a new reason to suppress an alarm.

« Rule Expiration — Enter the period after which the rule expires.
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« Activate Rule — Enable the button to activate the rule. The default is On.

6. Click Suppress to suppress the Alarm. A confirmation message appears.
You can view the rule created in the Suppression Rules page.

Refer to Manage Suppression Rules to learn on how to manage the suppression rules that
are created.

Suppressing from Physical Nodes page

To suppress alarm from the Physical Nodes page, do the following on GigaVUE-FM:

1. On the left navigation pane, click on and selectPhysical .
Select the cluster for which the alarms are to be suppressed.

3. Click Actions and select Suppress from the drop-down list. The Add Suppression Rule
page appears.

4. Perform steps 5 and 6 described in the Suppressing from Alarms page.

Auto-Suppression of Alarms

GigaVUE-FM allows auto-suppression of alarms for certain GigaVUE-FM triggered operations
on device such as Configuration Restore, Device Reboot, Image, Upgrade or Cluster Creation
Operations on a cluster or node.

When auto-suppression is activated, GigaVUE-FM automatically creates or deletes the
suppression rule for the cluster or node for the GigaVUE-FM operations.

To auto-suppress alarms, do the following:

—

On the left navigation pane, click on Iﬂ
Go to System > Alarms.

Click Settings on the top navigation bar.

INEIN

In the Exclusion and Suppression Rules section, you can enable the check box for
Automatically Suppress Resources and for the following operations, which require
auto-suppression of alarms:

GigaVUE-FM Device Image Upgrade

GigaVUE-FM Device Configuration Restore

GigaVUE-FM Cluster Creation

GigaVUE-FM Device Reboot.

5. Click Save to save the settings.
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Manage Suppression Rules

GigaVUE-FM allows you to activate, deactivate, view, edit or delete a suppression rule.

NoTE: All GigaVUE-FM users, irrespective of the role and user group they are
associated to, can view the suppression rules. However, only users with read-write
access to the Infrastructure Management resource category can manage the
suppression rules.

To manage a suppression rule, do the following:

1. On the left navigation pane, click on Iﬂ
2. Goto System > Alarms.

3. Click Suppression Rules on the top navigation bar. You can view the details of the
suppression rules created for a cluster or a node.

4. Click Actions drop-down list. You can select and perform the required actions.

The following table explains the actions displayed in the drop-down list:

Action Description

Edit Suppression Rule Modify or Update the existing rule.
Activate Activate the rule.

Deactivate Deactivate the suppression rule.
Delete Delete the rule.

Filter Suppression Rule

You can filter the suppression rules based on the suppressed alarm type and the reasons for
suppressing it. For more information on filtering alarms, refer to Filter Alarms

Export Suppression Rule

GigaVUE-FM allows you to export the rules in suppression rules page in CSV and XLSX
formats.

To export the suppression rules, do the following:

1. On the left navigation pane, click on Iﬂ
2. Goto System > Alarms.

3. Click Suppression Rules on the top navigation bar. You can view the details of the
suppression rules created for a cluster or a node.

4. Click Export drop-down list. You can view the following options:
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Export All — Export all the available suppression rules in CSV or XLSX format.
Export Selected — Export only the selected suppression rules CSV or XLSX format.

View Suppressed Alarms

GigaVUE-FM allows you to view the alarms that are suppressed. To view the suppressed
alarms:

1.  On the left navigation pane, click on Iﬂ

2. Goto System > Alarms > All Alarms.

3. Click the widget Suppressed Alarms. You can view the suppressed alarms created for
a cluster or a node.

View Alarms

To view the alarms triggered in GigaVUE-FM:

1.  On the left navigation pane, click on Iﬂ and select Alarms. The Alarm page appears.
Widgets for the following alarm categories appear on the top of the page.

«» Unacknowledged

«» Acknowledged

« Suppressed

« Auto Suppression Rules

« Critical

« Major

«  Minor

«  Warning
« Info

« Exclusion Rules Applied

NoTE: The widgets display the current system alarms that can be viewed by the
logged in user. The data displayed on the widget is global data and will not change
depending on the filter configured by the user. This is applicable for All Alarms and
Correlated Alarms.

2. Click on the widgets to view the list of alarms belonging to that specific category.
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Figure 16 Alarms

The alarm list view appears below the widgets. The View By option in the page allows you to
toggle between the following two views:

« All Alarms: Displays all active alarms in the system.

» Correlated Alarms: Displays correlated alarms or top-level alarms. Refer to Alarm
Correlation

The following table describes the parameters displayed in the alarm list view:

Permission Level Description

Time The time when the alarm was last triggered.

Severity The severity status of the alarm. This can be critical. major, minor, warning or info.

Type The type of event that generated the alarm. For example, Faulty power module,
Unhealthy map, and so on.

Description The description of the alarm type in detail.

Source Type The source type that triggered the alarm, e.g. port, power module, fan.

Source ID The ID of the resource associated with the alarm.

NOTE: You can hover your mouse on the source id to view the cluster-id, source name
and alias name for the ports that have an alias.

Comment Comment added/updated by the user for the alarm.

Status The status of the alarm. Can be:

» Acknowledged. You can hover your mouse to view the details of
the user who acknowledged the alarm and the last acknowledged
time.

Administer GigaVUE-FM
Alarms 23



GigaVUE Administration Guide

Permission Level Description

« Unacknowledged

Cluster ID Cluster Id
Host Name Host name
Alias Alias name

Last Acknowleged
By

User who acknowledged the alarm.

unAcknowleged By

Acknowledged Time the alarm was acknowledged.
Time
Last User who unacknowledged the alarm.

Unacknowledged
Time

Time the alarm was unacknowledged.

Tags

Tags associated with the Alarms

3. Select an alarm and click the ellipsis to:

« Acknowledge: To acknowledge an alarm.

NoOTE: This option is available only for unacknowledged alarms.

« Suppress: To suppress an alarm.

» Add Comment: To add a comment while acknowledging an alarm. While
acknowledging multiple alarms, the comment added will be applied to all the alarms.

« View Details: To view the details of an alarm such as alarm type, severity, description

and other details.

« View History: To view the list of historical alarms.

« Delete: To delete an alarm.

View Alarms based on User's RBAC Persmissions

GigaVUE-FM allows you to view the alarms in the Alarms page based on the following
RBAC permissions:
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» User Roles: User role defines permission for users to perform any task or operation in
GigaVUE-FM or the devices. For example, if you are a user with read and write access to
the 'FM Security Management' category, then you will be able to see all the alarms related
to the resources that belong to the FM Security Management category such as users,
roles, AAA services. Alarms related to other categories will be restricted. That is, you
cannot view alarms related to physical resources such as ports, port groups, port pairs,
cloud connections, cloud config that belong to the 'Infrastructure Management' category.

» User Defined Tags: Tags control the way you access the resources such as clusters, ports,
port groups, port pairs, GigaSMART groups, GigaStreams and maps. You can view the
alarms associated to tagged resources that you are permitted to access. For example,
consider the following port pairs in the system:

» Port pair PP1is configured with tagKey: Location, tagValues - Seattle

» Port pair PP2 is configured with tagKey: Location, tagValues - San Francisco
If you are configured with tagKey: Location and tagValue: San Francisco, then you will be
able to access only port pair PP2 based on your permitted tag. Therefore, you will see only
alarms related to port pair PP2.

NOTE: In case of resources that do not support tagging, you will be to see alarms
from resource that are permitted as per your role definitions and alarms from the
devices that are permitted as per the tags.

Users belonging to Super Admin, Admin and User groups will be able view all alarms as they
have no restrictions on resources, permissions and tags.

Manage Alarms

To configure the following, navigate to Alarms > Settings page.

» Exclusion Rules
» Suppression Rules (Manage Suppression Rules)
e Threshold Values for Memory and CPU Status

Exclusion Rules

GigaVUE-FM allows you to enable exclusion rules for the alarms using which you can choose
to exclude health computation of the physical and logical components which do not require
user attention, thereby preventing an alarm to be triggered.

NoTE: Use the toggle bar to toggle between enabling and disabling the selected
option.

To do this:
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1. Click the Alarms button on the left navigation bar.

2. Choose the exclude rules to apply while computing the health status of physical and
logical components. The following options are available:

e Ports that are admin disabled
e Ports that do not have aliases

3. Click the required checkbox. A confirmation dialog appears. Select ‘Yes, remove the
alarms’ to check the box and remove the alarms. Select Cancel to cancel the operation.

4. Click Save to save the settings.
Threshold Values for Memory and CPU Status

You can configure the threshold limits for the following:

» Memory Status: You can configure the device memory usage threshold limit as follows:

e Alert as critical if the memory threshold exceeds: Upper threshold limit for triggering
the alarm

e Clear the alarm if the memory threshold falls below: Lower threshold limit for
clearing the alarm
e CPU Status: You can configure the device CPU usage threshold limit as follows:

e Alert as critical if the CPU threshold exceeds: Upper threshold limit for triggering the
alarm

e Clear the alarm if the CPU threshold falls below: Lower threshold limit for clearing
the alarm

Manage Multiple Alarms

You can acknowledge, unacknowledge and delete multiple alarms at a time. To
acknowledge multiple alarms at a time:

1. Select the alarms that you want to acknowledge.
2. Click Actions > Acknowledge.

A confirmation dialog appears. Click acknowledge to proceed. If you add a comment, the
comment will be added to all the alarms.

NoTE: This option is available only for unacknowledged alarms.

You can also unacknowledge and delete alarms by selecting multiple alarms.

Filter Alarms

You can search and narrow down the alarms you want to be displayed on the alarms list
view page. To filter alarms:
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1. Click the Filter button. The Filter quick view is displayed.

2. Select the required criteria for filtering the alarms:

« Start Time

« EndTime

= Severity

«  Type

«  Source Type
« Status

« Cluster D

« Host Name
« Source ID

« Alias

« Tags

3. Click Apply Filter to apply the filter.

4. Click Clear to clear the filter.

a2 e
&) GigaVUE-FM Dashboards  Traffic  Inventory
Alarms X Filter Apply Filter Clear
Physical & Virtual
[E—— UV I p— s winor Start Time N
Alarms @
2 0 2 @ A 0 A Start Date i) v v
Audit Logs
End Time
Events )
Viewby | Corelated Alarms ~
FM Health End Date i3 v v
Severity
Total: 2 [Selected: O [Filter: none (e gl
- Filter By --
O Source Type  «| Time | Severity | Type | Description i Cluster
‘ ‘ ‘ ‘ ' Type
[]  Fabric Map 2020-08-2305:54:20  (X) Critical Fabric Map Unhealthy Fabric mapis in [...
- Filter By --
[]  Fabric Map 2020-08-2305:54:20  (X) Critical Fabric Map Unhealthy Fabric mapis in [...
Source Type
- Filter By -
Status
- Filter By --
Cluster Id
Cluster Id
Hostname
Host Name
Gotopage: 1 v  ofl Total Records: 2 Source Id

The alarms list view displays the alarms based on the filter applied.

Alarm Correlation

GigaVUE-FM correlates alarms generated due to simultaneous network or resource faults to
prevent flooding of alarms. Select the Correlated View option in the Alarms page to view the
correlated alarms. Correlated alarms are the top-level alarms with all the other related
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alarms displayed underneath.

NoOTE: To view the related alarms for a top-level alarm, click on the ellipsis and select
View Details.

Consider the following example: Port 1/1/x1 is used as source port of a map that has an alias
mapl.

Port 1/1/x1 becomes unhealthy (port is down or faces packet drops, errors or higher or
lower utilization).

e Conseqguently, mapl is also unhealthy.

Fixing the issue in port x1 will bring back mapl to healthy state.

» In this example, the Port Unhealthy alarm triggered for port 1/1/x1 is the top-level alarm.
This will be displayed in the correlated view.

» Click View Details to view the related Map Unhealthy alarm for the map. However, Map
Unhealthy alarm will be displayed as a separate entity in flat view.

Alarms for Fabric Maps and Policies

GigaVUE-FM generates alarms to track the changes in the health status of the fabric maps.
That is, whenever the health status of a fabric map changes from healthy to unhealthy (or
state changes within an unhealthy state), an alarm is triggered and the same can be viewed
in the Alarms page.

Starting in software version 5.11.00, GigaVUE-FM generates alarms to track the changes in
the health status of the orchestrated policies. Consider the following example in which the
user has created the following two policies:

NoTE: Whenever an intent policy is created, a number of Fabric Mapsand internal
cluster maps are created using circuit ports, stack ports and other type of ports.
OrchestratedPolicies Fabric Maps Cluster LevelMaps Ports
Policy_1 Fabric_map_] Map_] Port_T1
Port_12
Map_2 Port_21
Port_22
Fabric_map_2 Map_3 Port_31
Port_32
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Map_2 Port_21

Port_22

Policy 2 Fabric_map_4 Map_4 Port_41
Port_42

Map_5 Port_51

Port_52

Refer to the following notes:

» If the health status of Port_21 (circuit port) turns red, then the following alarms are
generated:

» One port level alarm for the circuit port Port_21.
e One cluster map level alarm for Map_2.
» Two fabric map level alarms for Fabric_map_1 and Fabric_map_2.
e One policy level alarm for Policy_1.
e |f the health status of Port_51 (stack port) turns red, then the following alarms are
generated:
e One port level for the stack port Port_51
e One cluster map level alarm for Map_5
* One fabric map level alarms for Fabric_map_4
» One policy level alarm for Policy_2

Events

GigaVUE-FM keeps track of all alarms that has occurred in the system. Whenever an alarm is
created, updated or deleted, a corresponding event entry is added to the events table. The
Events page lists all notifiable events that have occurred in the physical, virtual, and cloud
environment. Refer to Events for details.

Drill down to Alarm Source

The Alarms page in GigaVUE-FM displays alarms triggered due to faults in the health status
of the physical and logical components. Few of the alarms listed in the alarms page are
configured with hyperlinks to the source that triggered the alarm thus providing a quick
view of the alarm resource and the reason for failure.

The source-ID field of the following alarm types are configured as hyperlinks which when
clicked opens the quick view of the resource or navigates to the respective resource pages.
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Alarm Hyper-linked to

Port Group Unhealthy Port Group Quick View
Port Pair Unhealthy Port Pair Quick View
Inline Network Unhealthy Inline Network Quick View
Inline Tool Unhealthy Inline Tool Quick View
Inline Tool Group Unhealthy Inline Tool Group Quick View
IP Interface Unhealthy IP Interface Quick View

IBO Policy IBO Policy page

Fabric Maps Fabric Maps page

Map related alarms Map Quick View

Device level alarms Device-specific pages

NoTE: Based on your user role, you can edit the resources and resolve the alarm. For
example, if you are a user with read and write access to the 'Infrastructure
Management' category, you will be able to edit the ports and device configuration
accordingly.

Refer to the following example images:

 Inline Tool Group Quick View: Appears on clicking the source-id field on the Inline Tool
Group Unhealthy alarm.

® Aams (IEEY SuppressionRules Settings

Lt ind Acknowledged (0) | UnAcknowledged (4)| (0 Critical 3) |/\ Major (1) /A\ Minor 0 @ Info (0) X Inline Tool Group: IN-Tool-Grp Edit
;“ZE:{ Exclusion Rules Applied (0) Auto Suppression Rules (0) View By: All Alarms v ]
> Inline Tool Group Info
C;f‘d O Time Severity Source ID Type Description
O 2022-05-16 15 /\ Major Inline Tool Group... Component(s) IN-tool-1 pof  Alias IN-Tool-Grp
TAGS
O 2022-05-1615.. (X Critical IN-tool-1 Inline Tool Unhea... Operational State is down. Description
O 20220516 15... (¥ Critical FmAuto-Collecto.. Map Unhealthy  Inline Network component(f
O 2022-05-1615.. () Critical FmAuto-Map_16.. Map Unhealthy Inline Network component( > Ports
Inline Tool O IN-tool-1
test-1
Inline Spare Tool test-112

> Configuration

Enabled

Release Spare f Possible

Failover Mode spread
Failover Action toolBypass
D Release Spare true
« | Minimum Healthy Group Size 1
I« < Go to Page: 1 of 1 > 2l Total: 4 Hash advanced
Spare Tool Status inuse
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» Port Group Quick View: Appears on clicking the source-id field on the Port Group
Unhealthy alarm.

* Map Quick View: Appears on clicking the source-id field on the '"Map Unhealthy' alarm.
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Find
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No Filters
Found
TAGS
> GLOBAL..
> Solution(6)
> POSITIO...
> COUNTR...
> STATE(6)
> DISTRIC...
> TALUK(11)
> DEVICE(8)

Acknowledged (0)| | UnAcknowledged (111)| | (9 Critical (103)| | /\ Major ()

Exclusion Rules Applied (0)

Suppression Rules

Settings

Minor (0) | @ Inf

Auto Suppression Rules (0) iew By: All Alarms

O Time Severity Type Description ‘
0O 2022-05-1214.. &) Critical Inline Network Group U...  Component(s) IN-Net, IN-NET-2 ports
O 2022-05-1214:.. &) Critical Inline Network Unhealthy ~ Port(s) 8/2/c7 are link down.
O 2022-05-1214:.. &) Critical Inline Network Unhealthy ~ Port(s) 8/4c5, 8/4/c6 are link down.
0O 2022-05-1214.. &) Critical Inine Network Unhealthy ~ Port(s) 8/2/c2 (Err-Port-12345678987
0O 2022-05-1214.. &) Critical Map Unhealthy Inline Network component(s) in-test pq
O 2022-05-1214:.. ) Critical Map Unhealthy Port(s) 8/2/c1 (port-admin-enabled-12
O 2022-05-1214:.. &) Critical Map Unhealthy Port(s) 8/2/c2 (Err-Port-12345678987
0O 2022-05-1214.. &) Critical Map Unhealthy Inline Network component(s) in-test pg
O 2022-05-1214:.. &) Critical Map Unhealthy Port(s) 8/2/c5 (test123456789123456
O 2022-05-1214:.. &) Critical Map Unhealthy Port Group component(s) PG-1 ports 3
0O 2022-05-1214.. &) Critical Map Unhealthy Port(s) 8/2/c4 are link down.
0O 2022-05-1214.. &) Critical P Interface Unhealthy  Port(s) 8/21c6 are link down.

|D 2022-05-12 14... (%) Critical Port Group Unhealthy  Port(s) 8/2/c3 are link down. I
O 2022-05-1214.. &) Critical Port Group Unhealthy  Port(s) 8/2/cd are link down.
« |

(3 < Go to Page: 2 of 3 > Sl Total: 42

Suppression Rules

Settings

Minor © | @ Wi X

[ Exclusion Rules Applied (1) ] [ Auto Suppression Rules (4) ] [ View By: All Alarms & l

X Port Group: PG-1

> Info

Alias
Description

Type

> Port Details

Port

8/1/x1

8/2/c3

> Related Maps 0

Type

Network Port Group

Type

SubType Priority

Map: UDA1_UDA?2_Circuit_Tunneling_Decap_6

#of

Status

port is healthy

GigaSMART
operations

Hour

Day

1 Port unhealthy ©

© Portis down

# of Rules

Week

Edit

Status

a4 @

Month

O Time Severity Type Description Source Type cm%

0 2022-05-0102.. (¥)Critical Circuit Tunnel Un...  Port(s) 22/4/x11 .. Circuit Tunnel 77771 %

0 2022-05-0102.. (¥)Critical Circuit Tunnel Un...  Port(s) 22/4/x11 .. Circuit Tunnel 77771

0 2022-05-0102.. (¥)Critical Circuit Tunnel Un...  Port(s) 22/4/x11 .. Circuit Tunnel 77771

O 2022-05-0102.. (X)Critical Map Unhealthy  Port(s) 22/4/x11 .. Map 77771 .

O 2022-05-0102:.. () Critical Map Unhealthy ~ Port(s) 22/4/x11.. Map 77777 1

0 2022-05-0102.. (¥)Critical Map Unhealthy  Port(s) 22/4/x11 .. Map 77771 3:

0 2022-05-0102.. (¥)Critical PortUnhealthy  Portis down. Port 77771 1

0 2022-05-0102.. (¥)Critical PortUnhealthy ~ Portis down. Port 77771 ’

O 2022-05-0102.. (® Critical PortUnhealthy  Portis down. Port 77771

0 2022-05-0102.. (¥)Critical PortUnhealthy ~ Portis down. Port 77777 v Map Info

0 2022-05-010 & critical PortUnhealthy ~ Portis down. Port 77771

0 2022-05-0102.. (¥)Critical PortUnhealthy ~ Portis down. Port 77771 gz;pﬁm

O 2022-05-0102.. (%) Critical PortUnhealthy ~ Portis down. Port 77777 LastModified
Type

0 2022-05-0102.. (¥)Critical PortUnhealthy ~ Portis down. Port 77771 sup Type

4

Number of Rules

UDA1_UDA2_Circuit_Tunneling_Decap_6

2022-03-15 16:40:45
Regular

By Rule

1
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Events

GigaVUE-FM keeps track of all events that occur in the system. The Events page lists all
notifiable events that have occurred in the physical, virtual, and cloud. A variety of filters are
also available to filter what events are displayed on the page.

This chapter covers the following topics:

« Overview of Events

« View Events based on User's RBAC Persmissions
« Filter Events

= Archive or Purge Event Records
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Overview of Events

The Events page display the events generated from GigaVUE-FM and GigaVUE-OS nodes or
clusters, GigaVUE-VM virtual traffic visibility nodes, and cloud such as AWS that are stored in
the GigaVUE-FM database. Refer to the following figure.

You can also manage the records by archiving them or purging them on a regular basis.
Refer to Archive or Purge Event Records.

@& Events N Manage Events Q o o e
{41 Filter Export v
é‘ Source Time Event Type Severity Affected Entity T..  Affected Entity Alias Device IP Host Name Scope Description Tags =)

FM 2022-08-100... Licenses Expir... Infa Floating License FM 4 Floating

™M 2022-08-09 0... Licenses Expir. Info Floating License ™M 4 Floating

™M 2022-08-08 0... Licenses Expir. Info Floating License ™M 4 Floating

™M 2022-08-07 0... Licenses Expir. Info Floating License ™M 4 Floating

™ 2022-08-06 0... Licenses Expir. Info Floating License M 4 Floating
FM 2022-08-05 1... FM Applicatio... Infa fm application ... fmhal fmService CMS service f...
FM 2022-08-04 1... FM Applicatio... Infa fm application fmhal fmService CMS service f...

™M 2022-08-04 1... Alarm Delete . Critical VSeries Node vc-obc-pod2.u... Alarm Node Down. P.

Table 2: Event Parameters describes the parameters recording for each event. You can also
use filters to narrow down the results. Refer to Filter Events.

Table 2: Event Parameters

Controls/ Description

Parameters

Source The source from where the events are generated. The criteria can be as follows:
= FM -indicates the event was flagged by the Fabric Manager.

= |P address - is the address of the GigaVUE HC Series or GigaVUE-FM and
GigaVUE-OS G Series node that detected the event. For a node to be able to
send notifications to the Fabric Manager, the SNMP_TRAP must be configured
with the Fabric Manager's IP address specified as a host. Refer to the GigaVUE-
Administration Guide for instructions on adding a destination for SNMP traps.

= VMM -indicates the event was flagged by the Virtual Machine Manager.

= FM Health - indicates the event was flagged due to the health status change of
GigaVUE-FM.

Time The timestamp when the event occurred.

IMPORTANT: Timestamps are shown in the time zone of the client browser’s
computer and not the time zone of the node reporting the event. The timestamp is
based on the correctly configured clock on the GigaVUE-FM server and converted
from UTC to the client computer's configured time zone.

Event Type The type of event that generated the events. The type of events can be CPU utilization
high, cluster updated, device discovery failed, fan tray changed, netflow statistics, and
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Controls/ Description
Parameters
so on.
Severity The severity is one of Critical, Major, Minor, or Info.

Info is informational messages. For example, when power status change notification is
displayed, then the message is displayed as Info.

Affected Entity Type | The resource type associated with the event. For example, when low disk space
notification is generated, 'Chassis' is displayed as the affected entity type.

Affected Entity The resource ID of the affected entity type. For example, when low disk space
notification is generated, the IP address of the node with the low disk space is
displayed as the affected entity.

Alias Event Alias

Device IP The IP address of the device.

Host Name The host name of the device.

Scope The category to which the events belong. Events can belong to the following category:

Domain, Node, Card, Port, Stack, Cluster, Chassis, GigaVUE-FM, GigaVUE-VM, and so
on. For example, if there is a notification generated for port utilization low threshold,
the scope is displayed as Physical Node.

Tags Tags associated with the event

Description The description of the event, which includes any of the possible notifications with
additional identifying information where appropriate (such as reporting nodes IP
address, username, and so on).

NoTE: The columns in the Events page can be customized based on the type of
content you want to view in the table. For customizing the columns, refer to the
“Table View Customization” section in the GigaVVUE Fabric Management Guide.

View Events based on User's RBAC Persmissions

GigaVUE-FM allows you to view the events in the Events page based on the following
RBAC permissions:

¢ User Roles: User role defines permission for users to perform any task or operation in
GigaVUE-FM or the devices. For example, if you are a user with read and write access to
the 'FM Security Management' category, then you will be able to see all events related to
resources that belong to the FM Security Management category such as users, roles, AAA
services. Events related to other categories will be restricted. That is, you cannot view
events related to physical resources such as ports, port groups, port pairs, cloud
connections, cloud config that belong to the 'Infrastructure Management' category.
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» User Defined Tags: Tags control the way you access the resources such as clusters, ports,
port groups, port pairs, GigaSMART groups, GigaStreams and maps. You can view the
events associated to tagged resources that you are permitted to access. For example,
consider the following port pairs in the system:

e Port pair PP1is configured with tagKey: Location, tagValues - Seattle

e Port pair PP2 is configured with tagKey: Location, tagValues - San Francisco
If you are configured with tagKey: Location and tagValue: San Francisco, then you will be
able to access only port pair PP2 based on your permitted tag. Therefore, you will see only
events related to port pair PP2.

NOTE: |In case of resources that do not support tagging, you will be to see events
from resource that are permitted as per your role definitions and events from the
devices that are permitted as per the tags.

Users belonging to Super Admin, Admin and User groups will be able view all events as they
have no restrictions on resources, permissions and tags.

Alarms for GigaVUE-FM Configurations

GigaVUE-FM generates alarms to track the changes in the health status of the following
configurations:

e Alarms for Inline Network Resources
e Alarms for GigaSMART Operations
e Alarms for Fabric Maps and Policies

Alarms for Inline Network Resources

GigaVUE-FM generates alarms to track the changes in the health status of the inline
network configurations. That is, whenever the health status of the following inline network
resources changes from healthy to unhealthy, an alarm is triggered and the same can be
viewed in the Alarms page. Alarms are cleared when the health status is green.

¢ Inline network

¢ Inline serial network
¢ Inline network group
* Inline network lag

e Inline tool

e Inline tool group

¢ Inline tool serial

e |B Pathway
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For example, consider an inline network group created with two inline networks. If a port in
one of the inline networks goes down, then the health status of the inline network and the
inline network group also goes down. An alarm is triggered accordingly in the alarms pages.
Alarms are cleared when the health status is green. You can view the alarms from the All
Alarms and the Correlated Alarms view

Alarms for GigaSMART Operations

GigaVUE-FM generates alarms to track the changes in the health status of the
GigaSMART operations.

Multiple GigaSMART engines can be grouped together to form a GigaSMART group .
GigaSMART operations are tied to the GigaSMART groups. GigaVUE-FM monitors the health
status of GigaSMART operations and triggers alarms when the status is unhealthy. The
alarms are cleared when the health status is green.

Filter Events

The events can be filtered based on the following criteria:

Controls/
Parameters

Description

Source Displays the events generated by a specific source.
NOTE: This option is not available in the Virtual Events page.
Duration Displays the events occurred within a specific date range.
Scope Displays the events associated with the selected category. For example, physical node,
physical port, appliance server, and so on.
Event Type Displays the events associated with the selected event type.
Alarm Type Displays the events associated with the selected alarm type (applicable only for users

with prime package license).

Event Severity

Displays the events that match the selected severity level.

Affected Entity Type

Displays the events associated with the affected entity type. The affected entity type
can be Port, Cards, Chassis, and so on.

Status Displays alarm events based on alarm status. Alarm status can be acknowledged or
unacknowledged (applicable only for users with prime package license).
Cluster ID Cluster ID of the cluster (applicable only for users with prime package license).

Affected Entity

Displays the events associated with the affected entity. The affected entity can be port
ID, slot label, fan name, and so on.

Device IP Displays the events associated with the IP address of the device.
Partial IP addresses may be entered to display the results containing the specified
octets. For example, if the last 2 octets of the IP address entered is 46.100, the IP
addresses listed will include all those that end with 46.100.

Host Name Displays the events associated with the host name of the device.
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Controls/ Description

Parameters

Partial host name may be entered to filter the events. For example, if the first portion
of the host name entered is GIMO, the host names listed will include all those that
contain GIMO.

Alias Displays alarm related events based on alarm component alias or id (applicable only
for users with prime package license).

Show non-taggable Displays events for entities that cannot be tagged, such as Policies, GigaVUE-FM
Entities instance.

Tags Tags associated with the event

To filter the event:
1. Click Filter.

The Filter quick view appears.

ETechnim\Documenztmn*ame X () GigaVUEFM X + v - 3 X

@
L4

€ C A Notsecure | hétps:/10.115.206.64/app/%fevents Qaprw %0 o H

° Technical Documen. E Tecnical Documen... 5 How ACME Works E E Checking nthe Hel.. % 1P Addressing: ONS... (ff Flows Devicelogs.d..

é{ﬂ Events UG  Manage Events

QN Source M X X Filter Events Clear
Source Time Event Type Severity Affected Entity 7. Affected Entity Alias [ -
é v Source (1)
M 2022-08-221..  UctPolicyUpd. Major
= R
= M 2022-08-221..  UctPolicyCrea. Major
VMM
FM 2022-08-221..  UctRegistered Major FMHealth
M 2022-08-221..  UctRegistered Major v Duration
M 2022-08-221..  UctDeregister..  Major
Q Time Date/Time Reset
M 2022-08-220..  LicensesExpir..  Info Floating License
Time
M 2022-08-210..  Licenses Expir..  Info Floating Licerse
None v
M 2022-08-200..  LicensesExpir..  Info Floating License
) Scope
AD FM 2022-08-191..  UctPolicyDelet..  Major
m ‘ > Alarm Type
@ Gotopager 1 ¢f26 ) 3 229 evenss tota
) Event Severity

M Instance: GigaVUE-FM

2. Specify the filter criteria. The event records will get filtered and displayed.
3. Click Clear to clear the filter.
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GigaVUE-FM Events

GigaVUE-FM generates and sends a list of SNMP traps and GigaVUE-FM events to the

external servers. The following table list the SNMP traps and GigaVUE-FM with the

respective Object |dentifier and description:

SNMP Traps

gigamonFMServerConfigBackupCompletionS
tatusNotification

Object
Identifier
(MIB)

.1.3.6.1.4.1.26866.

6.1.1

GigaVUE-FM Event

FMServerConfigBackupCompl
etionStatus

Descript

ion

GigaVUE-
FM sends a
notification
to the
external
servers
whenever
the server
backup
configurati
on
operation is
completed.

gigamonFMServerConfigRestoreCompletionS
tatusNotification

1.3.6.1.4.1.26866.

6.1.2

ServerConfigRestoreCompleti
onStatus

GigaVUE-
FM sends a
notification
tothe
external
servers
when the
server
restoration
is
complete.

gigamonFMImageUpgradeStartedNotificatio
n

1.3.6.1.4.1.26866.

6.13

ImageUpgradeStarted

GigaVUE-
FM sends a
notification
tothe
external
servers if
GigaVUE-
FM image
upgrade
process is
started.

gigamonFMImageUpgradeCompletedNotific
ation

1.3.6.1.4.1.26866.

6.1.4

ImageUpgradeCompleted

GigaVUE-
FM sends a
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SNMP Traps Object GigaVUE-FM Event Descript

Identifier ion
(MIB)

notification
to the
external
server if
GigaVUE-
FM image
upgrade
process is
complete.

gigamonFMImageUpgradeFailedNotification | 1.3.6.1.4.1.26866. | ImageUpgradeFailed GigaVUE-
6.15 FM sends a
notification
to the
external
server if
GigaVUE-
FM image
upgrade is
failed.

gigamonFMImagelnstallFinishedNotification | 1.3.6.1.4.1.26866. | ImagelnstallFinished GigaVUE-
6.1.6 FM sends a
notification
to the
external
server if the
GigaVUE-
FM image
installation
is
complete.

gigamonFMSLicenseExpiryEmailSendFailedN | 1.3.6.1.4.1.26866. | LicenseExpiryEmailSend GigaVUE-
otification 6.1.7 FM sends a
notification
tothe
external
server if the
email sent
on the
event of
License
expiry is
failed.

gigamonFMLicensesExpiringln90DaysNotific | 1.3.6.1.4.1.26866. | LicensesExpiringln90Days GigaVUE-
ation 6.1.8
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SNMP Traps

Object
Identifier
(MIB)

GigaVUE-FM Event

Descript
ion

FM sends a
notification
to the
external
server if the
GigaVUE-
FM's
license is
about to
expire in
about 90
days.

gigamonFMLicensesExpiredNotification

1.3.6.1.4.1.26866.

6.19

LicensesExpiringSoon

GigaVUE-
FM sends a
notification
tothe
external
server if the
GigaVUE-
FM's
license is
about to
expire
soon.

gigamonFMLicensesExpiredNotification

1.3.6.1.4.1.26866.

6.1.10

LicensesExpired

GigaVUE-
FM sends a
notification
to the
external
server if
GigaVUE-
FM license
is expired.

gigamonFMDeviceAddedNotification

1.3.6.1.4.1.26866.

6.1.11

DeviceAdded

GigaVUE-
FM sends a
notification
to the
external
server
when a
new device
is added to
GigaVUE-
FM.
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SNMP Traps

gigamonFMDeviceDeletedNotification

Object
Identifier
(MIB)

1.3.6.1.4.1.26866.

6.1.12

GigaVUE-FM Event

DeviceDeleted

Descript
ion

GigaVUE-
FM sends a
notification
tothe
external
server
when a
device is
deleted
from
GigaVUE-
FM

gigamonFMSnmpThrottleConfigSaveFailedN
otification

1.3.6.1.4.1.26866.

6.113

SnmpThrottleConfigSaveFaile
d

GigaVUE-
FM sends a
notification
tothe
external
server
when
SNMP
Throttle
configurati
on push to
devices is
failed.

gigamonFMVolumeUsageAlertThresholdExce
ededNotification

.1.3.6.1.4.1.26866.

6.1.14

VolumeUsageAlertThresholdE
xceeded

GigaVUE-
FM sends a
notification
to the
external
server
when the
traffic flow
volume
exceeds
the license
limit.

gigamonFMVolumeUsageReportEmailSendF
ailedNotification

1.3.6.1.4.1.26866.

6.1.15

VolumeUsageReportEmailSen
dFailed

GigaVUE-
FM sends a
notification
to the
external
server
when the
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SNMP Traps Object GigaVUE-FM Event Descript

Identifier ion
(MIB)

email for
the traffic
flow
volume
usage
report is
failed to
send.

gigamonFMFlowComputationErrorEventNoti | 1.3.6.1.4.1.26866. | FlowComputationErrorEvent GigaVUE-
fication 6.1.16 FM sends a
notification
to the
external
server
when any
unexpecte
d error
occurs
while
computing
the flow.

igamonFMSFlowHealthStateChangedNotifica | 1.3.6.1.4.1.26866. | FlowHealthStateChanged GigaVUE-
tion 6.1.17 FM sends a
notification
tothe
external
server
whenever
thereis a
changein
the health
status.

gigamonFMSyslogOverThresholdNotification | 1.3.6.1.4.1.26866. | SyslogOverThreshold GigaVUE-
6.118 FM sends a
notification
tothe
external
servers
when
syslog
threshold
limit is
exceeded.
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SNMP Traps Object GigaVUE-FM Event Descript

Identifier ion
(MIB)

gigamonFMServiceUpDetectedNotification 1.3.6.1.41.26866. | ServiceUpDetected GigaVUE-
6.1.19 FM sends a
notification
tothe
external
servers
when
GigaVUE-F
M service is
up and
running.

gigamonFMServiceDownDetectedNotificatio | .1.3.6.1.4.1.26866. | ServiceDownDetected GigaVUE-
n 6.1.20 FM sends a
notification
tothe
external
servers
when
GigaVUE-
FM service
is changed
tothe
down state.

gigamonFMResourceHighUsageDetectedNot | .1.3.6.1.4.1.26866. | ResourceHighUsageDetected | GigaVUE-
ification 6.1.21 FM sends a
notification
to the
external
servers
when there
is a high
usage of
resources.
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SNMP Traps Object GigaVUE-FM Event Descript

Identifier ion
(MIB)

gigamonFMResourceHighUsageClearedNotifi | .1.3.6.1.4.1.26866. | ResourceHighUsageCleared GigaVUE-
cation 6.1.22 FM sends a
notification
to the
external
servers
when high
usage of
resource
problem is
cleared.

gigamonFMHighAvailabilityNotification 1.3.6.1.41.26866. | HighAvailability GigaVUE-
6.1.23 FM sends a
notification
to the
external
servers
when a
state
change
happens in
GigaVUE-
FM High
availability.

gigamonFMDiskReclaimEventNotification 1.3.6.1.4.1.26866. | DiskReclaimEvent GigaVUE-
6.1.24 FM sends a
notification
to the
external
servers
when
configurati
on
directory
occupies
more than
70% of the
memory.

Archive or Purge Event Records

Events are saved in the GigaVUE-FM database. Events records continues to grow over time.
GigaVUE-FM allows you to archive and purge these records based on a specific date.
Records older than that date will be exported to an SFTP server.
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When archiving, the records are archived as a CSV file with a timestamp appended. For
example, event-archive20200605143323.csv. The file is compressed to a zip file before
exporting to the server.

The archive and purge option for events records is available to the following user categories:

e Users with Write permission on the Infrastructure Management, Traffic Control
Management, FM Security Management, Whitelist Cups Management, Device Certificate,
System Management, Others resource categories can archive their permitted Events.

e Users with Write permission on System Management category can purge events. Users
belonging to this category will be able to purge all events older than the date provided.
The Purge option will delete all events in the system, even those events that are not
visible to the user as per his role definition.

e Super-admin users can perform all the activities mentioned above.

NoTE: The archive and purge action for events is also recorded to the audit log.

To archive and purge the event records:

Manage Event Records

Event records can be purged by performing the following:
1. Select Events in the navigation pane.
2. Click Manage Events.

3. Click the Calendar icon and select a date. Records older than this date will be purged.

NoOTE: The Purge operation removes the records from the database permanently.

Export Event Records

You can export the event records to an external server or download them as CSV or XLSX file
to your local drive.

To export the event records to an external server:

1. Select Events in the navigation pane.
2. Click Export > Export to Server.

3. In the Export to Server pop-up that appears, click the Calendar icon and select a date.
Records older than this date will be exported.

4. Specify the following details:
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o The address of the SFTP Server to which the records will be exported.
o The user name and password for the SFTP server.
o The file path on the server where the files will be archived.

4. Click OK to exported the records to the SFTP server, and then purge the records.

To download event records as a CSV or XLSX file:

1. Select Events in the navigation pane.

2. Click Export > Export All and specify the required format.

The Events file will get downloaded to the local folder.

All Audit Logs

This section describes the Audit Logs page and provides information about filtering and
managing the logs. The topics covered are:

« Overview of Audit Logs
» Filter Audit Logs
= Archive or Purge Audit Log Records

Overview of Audit Logs

The Audit Logs page captures audit logs for all users connected to the given GigaVUE-FM.

There are 10 results shown by default on every page. The logs can also be further filtered to

view specific information. Unlike the zipped logs under Admin> System > Logs, the audit

logs can be seen by users. For more information about filtering, refer to Filter Audit Logs.

The Audit Logs page displays the following parameters:

Parameters Description

Time

Provides the timestamp on the log entries.

User

Provides the logged user information.

Operation Type

Provides specific entries that are logged by the system such as:
e Loginand Log out based on users.
e Create/Delete/Edit tasks, GS operations, maps, virtual ports, and so on.

Entity type Name of the resource type that the audit log is associated to such as port, port group,
user, host name, device IP.

Source Provides details on whether the user was in FM or on the node when the event
occurred.

Device IP IP address of the device.

Hostname Host name of the device.
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Parameters Description

Status Success or Failure of the event.
Description In the case of a failure, provides a brief update on the reason for the failure.
Tags Tags associated with the audit logs

NoTE: Ensure that the GigaVUE-FM time is set correctly to ensure accuracy of the
trending data that is captured.

GigaVUE-FM allows you to filter and view audit logs based on the following RBAC

permissions:

¢ User Roles: You can view the audit logs based on your user role which defines the
category of resources that you can access.

» User Defined Tags: You can view the audit logs associated to tagged resources which
you are permitted to access.

Filter Audit Logs

Filtering the audit logs allows you to display only those items of interest. You can filter based
on any of the following:

« Duration—display logs that occurred within a specified time range.

«» Users—display logs related a specific user or users.

« Operation Type—display logs for one or more operations, such as Create, Read, Update,
and so on.
» Source Type—display logs for resource types that the audit log is associated to.

» Status—display logs for success or failure.

To filter the audit logs, do the following:
1. Click Filter.
The quick view for Audit Log Filters displays.
2. Specify any or all of the following:

» Duration: Select the required Date and Time range to display logs within a specific time
range.

¢ Users limits the scope of what displays on the Audit Logs page to a specific user or users.

» Operation Type narrows the logs to the types of operation that the log is related to. You
can select multiple operations.

e Source: Narrows the logs to the selected source such as FM, VM, Devices.

e Status narrows the logs related to failures or successes.
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e Source Type allows you to select the required entity type such as host name, device ip
and so on.

e Tags associated to the audit logs which are acquired from a resource object

3. Click Clear to clear the selected filters to the Audit Logs page.

Archive or Purge Audit Log Records

Audit logs are saved to the GigaVUE-FM database. Audit log records continues to grow over
time. GigaVUE-FM allows you to archive these records based on a specific date. Records
older than that date will be exported to an SFTP server.

The records are archived as a CSV file with a timestamp appended. For example, audit_
20151005105607.csv. The file is compressed to a zip file before exporting to the server.

The archive and purge option for audit log records is available to the following user
categories:

e Users with Write permission on Infrastructure Management, Traffic Control Management,
FM Security Management, Whitelist Cups Management, Device Certificate, System
Management, Others resource categories can archive their permitted audit logs.

e Users with Write permission on System Management category can purge audit logs.
e Super-admin users can perform all the activities mentioned above.

The archive and purge actions for audit logs are also recorded to the audit log. The Purge
action for the audit log never purges the purge entry.

You can download the audit logs that are accessible to you. If Audit logs are empty either
due to permissions or if no records are returned from the database, then you will not be able
to download the .CSV file. The Manage button is disabled if there are no records to
download.

Audit Logs Manage Audit Logs Q & a ®-

Operations: Activate X Operations: Archive X  Operations: Clear X  Operations: Connect X  Operations: Create X Filter Export v
Time User Operation Type Entity Type Source Device IP Hostname Status Description Tags o) -
2022-08-22 1... admin create uctTraf... Kubernetes U... container SUCCESS
2022-08-22 1... admin create fmUser ... User fm FAILURE GigaVUE-FM ...
2022-08-22 1.. admin create fmUser ... User fm SUCCESS
2022-08-19 1. admin create uctTraf... Kubernetes U... container SUCCESS
2022-08-18 1... admin create uctTraf... Kubernetes U... container SUCCESS
2022-08-18 1... admin create uctCon... Kubernetes U... vm SUCCESS
2022-08-18 1... admin create monitor... Monitoring Do... vm SUCCESS
2022-08-17 1... admin create tag value Tag fm SUCCESS -

4 »

= Gotopage: 1 ofi5 ) - 113 audit logs total
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NoOTE: Users with write permission to the System Management category can purge
all audit logs. That is, the users audit logs as well as the audit logs of other users.
Therefore, the manage button is enabled to purge even though the audit logs are
empty for that user.

Manage Audit Log Records

Audit log records can be purged by performing the following:
1. Select Audit Logs in the navigation pane.
2. Click Manage Audit Logs.

3. Click the Calendar icon and select a date. Records older than this date will be purged.

NOTE: The Purge operation removes the records from the database permanently.

Export Audit Log Records

You can export the audit log records to an external server or download them as CSV or
XLSX file.

To export the audit log records to an external server:

Select Audit Logs in the navigation pane.
Click Export to Server.
Click the Calendar icon and select a date. Records older than this date will be exported.

AN

Specify the following details:
o The address of the SFTP Server to which the records will be exported.
o The user name and password for the SFTP server.
o The file path on the server where the files will be archived.

4. Click OK to exported the records to the SFTP server, and then purge the records.

To download the audit logs records as a CSV or XLSX file:

1. Select Audit Logs in the navigation pane.

2. Click Export All and specify the required format. The file will get downloaded to the
local folder

System

The System pages provides a variety of options allowing you to set up key features of
GigaVUE-FM. These pages allow you to configure licenses for GigaVUE-FM and GigaVUE-VM
activation, set up notifications for events and their email recipients, and view event logs.
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On the left navigation pane, cIick and click System, to access the system pages.

System provides access to the following pages:

« Preferences

« SNMP Traps

« Port Packet Errors and Drops

« GigaStream Imbalance Notification
« Port Discovery

« Node Details

« |P Resolver

« Backup/Restore

« |Images

« Certificates

«» Event Notifications

« Export Data to External Data Server
«» Licenses

«  System Logs

« Storage Management

Preferences

The Preferences page displays the user profile and general settings for the current instance
of GigaVUE-FM. Users with fm_admin and fm_super_admin role can only edit the
Preferences.
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@  Preferences Q & A @
S
atsl Find
y SETTINGS
v S My Profile

| Preferences Username
= SNMP

Packet Errors and Drops

GigaStream Imbalance Password Change Password

Port Discovery

Node Details

1P Resolver Email

Backup/Restore

Images

< Group

Certificates

Event Notifications

External Data Server

licerses Display & Session

Logs

Storage Management Noc View Mode Disabled (@ Network Operations Center (NOC) is a view mode that

enables you to display on a screen.With NOC view enabled,
Reports " out, and your monitoring
N page will continue to be updated.
Screen Refresh Rate 05 ~  Mins
D | > Authentication
High Availability
Tags Auto Logout 30 Mins

FM Instance: GigaV'UE-FM Last Updated At Aug 13, 2022 12:14:24

Figure 17 Preferences for GigaVUE-FM

To change the GigaVUE-FM preferences:

On the left navigation pane, cIick and go to System > Preferences.

* Change the user name in the Username field.

» Click the change password link to change the password. (For more information about
changing the password, refer to Change Your Password.)

e Email
e Group

Under Display & Session:

» Toggle the NOC View Mode option, as required. If the NOC View Mode is set to on, then
you cannot set the auto-logout time. Therefore, the session will never be logged-out and
the following screens get refreshed continuously:

° Alarm

o All Audit Logs

o Administrator/Events
° High Availability

° Flows

o Backup Files

° Image Servers

° Internal Image Files
° Licenses

Administer GigaVUE-FM -|2-|
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» Set the frequency of screen refresh using the Screen Refresh Rate (min) drop-down
option. You can select from 0.5 to 5 minutes.

o

[}

Search Results pages
Tags

Tools

Chassis List & Topology View
GS Dump

Sys Dump

All the statistics pages
Map Groups

Circuit Groups

Circuit Tunnels

Ports Discovery
Virtual Nodes

Virtual Maps

Virtual Centers

Virtual Switches

NSX Virtual Nodes
NSX Virtual Maps

NSX Servers

Sys Logs

» Set the auto logout time using the the Auto-Logout (min) option, the maximum duration

GigaVUE-FM can be inactive before it is logged out automatically. By default, the auto-

logout time is set to 30 minutes. You can set the auto-logout time to a maximum of 350

minutes, only if the NOC View Mode is set to off.

Under General Category:

e Enter a name for the GigaVUE-FM instance in the FM Instance Name box. The GigaVUE-
FM instance name is displayed in the browser tab as well as beside the GigaVUE-FM logo.

Refer to the “Adding the GigaVUE-FM Instance Name” section in the “GigaVVUE Fabric

Management Guide”.

» Configure a pre-login banner which states the security policy of your company or

organization in the Login Banner box. For more information about configuring a custom

banner, refer to the “Configure a Custom Banner” section in the “GigaVVUE Fabric

Management Guide”.

Flows is disabled by default in GigaVUE-FM. You can change the status to enabled using the
toggle option.
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NoTE: Once you enable Flows you cannot disable it again. Contact Customer
Support to disable Flows. Refer to the "Flows" section in the GigaVUE-FM User's
Guide for detailed information.

GigaVUE-FM acts as the default syslog server. You can also use external syslog servers using
the following options:

» Syslog server: Use the Status toggle option to enable or disable GigaVUE-FM to act as
the syslog server. As you toggle between these options, the devices will be configured
asynchronously in the background.

+ Forward Events to System Log:
» Enable System Logs: Turn on this option to forward events to external syslog servers.

» Event Category: Events category based on which the events will be forwarded to the
syslog level

« Severity Level: Severity level for the events.

NOTE: For optimized performance of GigaVUE-FM use an external syslog server,
that is, disable GigaVUE-FM as syslog server. Instead, use an external syslog
collector.

Based on the system memory, the following throttling options are available when
GigaVUE-FM acts as the syslog server:

 less than or equal to 16GB -> 100 syslogs/minute
 less than or equal to 32GB —> 1000 syslogs/minute
e greater than 32GB —> 5000 syslogs/minute

Throttling will be audited in the Events page.
Security Settings: For Security Settings, refer to FIPS 140-2 Compliance in GigaVUE-FM

Image Upgrade: For image upgrade, refer to Upgrade GigaVUE-FM from the Ul

Administer GigaVUE-FM
System 123


../../../../../../../Content/GV-FM-Install/Upgrade_from_GigaVUE_FM_UI.htm

GigaVUE Administration Guide

SNMP Traps

You can perform the following configurations from the SNMP Traps page:
= SNMP Traps
«  SNMP Throttling
« Port Utilization Threshold
« Energy Saver

Administer GigaVUE-FM
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SNMP Traps

The SNMP Traps page shows the configuration settings applied to the devices managed by
GigaVUE-FM. This page also allows you to configure the settings that need to be applied to
all the devices managed by the GigaVUE-FM instance.

When the GigaVUE-FM instance starts, the following SNMP traps are enabled by default (for
all the devices):

Link Status or Speed Change

Port Link Change

Module Change

Fan Status Change

Power Supply Status Change

Inline Bypass Forwarding State Change

The traffic health state of the ports and devices is computed based on the SNMP traps.
Therefore, in addition to the above traps, the following SNMP traps which are used to
determine the health status of the ports and devices are also enabled by default:

Packet Drop

GigaSMART Packet Drop
Packet Error

Port Utilization

Low Port Utilization
GigaSMART Port Utilization
GigaSMART Port Low Utilization
System Memory Threshold
Process Memory Threshold

For optimum performance of GigaVUE-FM, SNMP trap processing is disabled during
the first config refresh cycle, as in the following cases:

¢ GigaVUE-FM starts or restarts.
» Node comes back after being down.

NoOTE: You must audit the SNMP trap list again to ensure that the System
Reset Trap is enabled on all devices.

Traffic Health State Based on SNMP Traps

GigaVUE-FM determines the traffic health state of the devices and ports as follows:
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» If GigaVUE-FM receives any of the traffic health related traps mentioned above: Port state
is set to yellow or red.

o |f no further traps are received within the configured interval, which is 5 minutes: Port
state is set to green.

e For utilization thresholds, the health status will be reset as soon as GigaVUE-
FM receives clear trap from the device.

E » When a new device is added to GigaVUE-FM, the traps that determine the health
status of the ports and devices are enabled, by default. However, if some of these
traps are disabled in the device, then GigaVUE-FM cannot determine the health
status.

* When GigaVUE-FM reboots, the traffic health status of all the devices will be
cleared and will be recomputed based on the subsequent traps received by
GigaVUE-FM.

Configure SNMP Traps

On the left navigation pane, cIick to access SNMP Traps and select System > SNMP
Traps.

L | B SNMP SNMPTraps ~ SNMP Throttling ~ Port Utilization Thresholds ~ Energy Saver
> Tasks
é’ Reports Edit Audit
> Authentication
High Availability 2nd Flash Boot - Retain Device Setting 4
Tags Buffer Threshold - Retain Device Setting
v System
GigaSMART CPU Temperature - Retain Device Setting
Preferences
SNMP Configuration Save - Retain Device Setting
Node Details CPU Temperature - Retain Device Setting
P Resalver Eval License Expiration - Retain Device Setting
Backup/Restore
Exhaust Temperature - Retain Device Setting
Images
Trust Store Fan Status Change * v/ Enabled
Notifications Firmware Change - Retain Device Setting
Email Servers
GigaSMART CPU Utilization Alarm - Retain Device Setting
Licenses
b Inline Bypass Forwarding State Change * v/ Enabled
Storage Mana... Inlinetool Recovery - Retain Device Setting

FM Instance: GigaVUE-FM

Figure 18 SNMP Traps Page

The SNMP Traps page allows you to configure the following:
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Enable/disable all the traps for all the devices using the Enable All and Disable All
options.

Enable/disable specific traps for all the devices using the Enable and Disable options
for each of the traps.

Retain device settings for all the traps using the Retain Device Settings for All Traps

option.
To configure the SNMP traps:
1. Click the Edit button on the top right corner.

2. Configure the required setting. For example, to retain the individual device level
setting for all traps, select the Retain Device Setting for All Traps checkbox.

NOTE: You can also retain the device settings for specific traps by selecting the
Retain Device Setting checkbox against the required traps.

3. Click Save

With this functionality, the following configuration settings are applied to all the devices:
« Specific configuration type changes
« Audit configuration changes

NoTE: If a new device is added to GigaVUE-FM, then the global configuration setting
is applied to the new device. If for some reason, the configuration setting is not
applied to a device, then an event is raised with the appropriate details in the Events

page.

If a trap has been forcefully enabled/disabled on a device because of the global
configuration setting, then an event is raised with the appropriate details in the Events page.
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SNMP Throttling

Using SNMP Throttling, you can reduce the flooding of SNMP traps. You can manage the
flooding by configuring the nodes with appropriate parameters for the trap events.

To configure SNMP Throttling:

1.  On the right side of the top navigation bar, click .
2. On the left navigation pane, go to System, click SNMP Traps > SNMP Throttling.
3. The SNMP Throttling page is displayed.

& GigaVUE-FM Dashboards  Traffic  Inventory
SNMP SNMP Traps SNMP Throttling Port Utilization Thresholds
> Tasks _—
Reports Edit
> Authentication
i o Traps i Enable/Disable | Throttle Interval (Seconds) | Report Threshold ®
High Availability i J J
2nd Flash Boot Disabled
Tags
Buffer Threshold Enabled 120
v System
GigaSMART CPU Temperature Enabled 120
Preferences
SNMP Traps Configuration Save Disabled
Node Details CPU Temperature Enabled 120
1P Resolver Eval License Expiration Enabled 600
Backup/Restore Exhaust Temperature Enabled 300
Images Fan Status Change Enabled 120
Trust Store Firmware Change Disabled
Notifications GigaSMART CPU Utilization Alarm Enabled 60
Email Servers
. Go to page: 1 ~  of6 >l Total Records: 52
Licenses

Logs

Figure 19 SNMP Throttle Settings Page
4. Click Edit to configure the following throttling settings for the traps:

- Disable Throttle: Allows you to disable the throttle for the required traps. If you select
the Disable Throttle checkbox in the header, then throttling is disabled for all the traps.

« Interval: Allows you to configure the throttling interval. The throttling interval is
configured by default for some of the traps (which is displayed in the page).

« Report Threshold: Allows you to configure the threshold limit for each of the traps
based on which a throttle report trap is sent at the end of the interval. You can view the
report in the Alarms and Events page.

5. Click Save.

NoTE: SNMP throttling is available for all traps for all devices running software
version 5.5.00 and above. For devices running earlier versions, SNMP throttling is
available only for the following three traps:
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» Link Status or Speed Change

« Packet Drop

« Packet Rx/Tx Error

SNMP throttling from device is different from throttling Near-Real Time status notification
from GigaVUE-FM to GigaVUE-FM GUI. GigaVUE-FM throttles all the events (SNMP events

sent by the device, state changes performed by the user, and status updates through
GigaVUE-FM), and the events are pushed at the cluster level, summary level and global level.

Refer to the following table for more details:

Throttle Level

GUI Screens

Cluster GUI screens related
to cluster

Summary Dashboard, Physical
nodes

Global GUI screens related
to solutions

Count and Interval

2 events per 5
second

Description

Events to the
particular cluster will
be throttled

Events across all the
cluster will be
throttled

Events across all the
solutions will be
throttled
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Port Utilization Threshold

You can configure the utilization threshold for ports from this page. You can configure both
the upper (high) and lower threshold limits based on which an alarm is triggered.

To configure port utilization:

1. On the left navigation pane, cIick and select System > SNMP Traps > Port
Utilization Threshold.

2. Click Create

& GigaVUE-FM Dashboards  Traffic  Inventory

SNMP SNMP Traps SNMP Throttling Port Utilization Thresholds
> Tasks

> Authentication
High Availability Port Utilization Thresholds Not Configured, Create the new port utilization thresholds configuration.
Tags
~ System
Preferences
SNMP Traps
Node Details
IP Resolver
Backup/Restore
Images
Trust Store
Notifications
Email Servers
Licenses

Logs

3. Enter the upper and lower threshold values and click Save.
& GigaVUE-FM Dashboards ~ Traffic  Inventory

= Port Utilization Thresholds Save Cancel
> Tasks

Reports * Port utilization thresholds configuration will be applied to clusters versions 5.10 and higher.
> Authentication High Utilization (%) 50
High Availability Low Utilization (%) 5‘
Tags
~ System
Preferences
SNMP Traps
Node Details
IP Resolver
Backup/Restore
Images
Trust Store
Notifications
Email Servers
Licenses

Logs
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4. Click Edit to edit the port utilization threshold values.

5. Click Apply All to apply the configuration to all the devices. The configured port
utilization threshold values will be applied for devices running software version 5.10 and
higher.

NoTE: GigaVUE-FM allows you to create the threshold values when you first
access the GigaVUE-FM instance. Once the values are configured, you can only
edit the values using the Edit option. When a new device is added to
GigaVUE-FM, then the port utilization threshold setting is applied to the new
device. If for some reason, the threshold setting is not applied to a device, then
an event is raised with the appropriate details in the Events page.
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Port Packet Errors and Drops

GigaVUE H series and TA series devices generate SNMP traps for packet drops and packet
errors that occur in the port for both ingress and egress traffic. The traps are sent to
GigaVUE-FM based on which alarms are often triggered, even for a single packet drop or
error. Starting in software version 5.14.00, GigaVUE-FM allows you to configure threshold
values for port packet drop/error based on which the number of traps and alarms can be
controlled.

NoTE: Configuring SNMP throttling (see SNMP Throttling section) only reduces the
number of traps. However, with SNMP throttling it is possible for significant traps to
get dropped and unwanted traps to get through the throttling process. Use the Port
Packet Drop/Error configuration to generate traps that are of significance.

GigaVUE-FM allows you configure threshold values for packet drop/error for the port at the
following three levels:

Configuration Level | Description Notes

Port Level Applies to a specific port. Has the highest priority and overrides the port level and
Configuration global level configuration.

Port Type Level Applies to all ports of a Has the second highest priority and overrides the global
Configuration particular port type. level configuration.

Global Level Applies to all ports. Has the lowest priority.

Configuration

Packet Drop/Error threshold for a port can be configured for both Rx and Tx, and consists of
setting up the following values:

» Percentage of packets dropped/has error.
« Number of packets dropped/has error in a given interval

Traps are generated in the devices only if:
Packet Drop/Error % > Drop/Error Threshold % Configured

AND

Number of Packets Dropped/Error > Drop/Error Threshold Count Configured

Allowable range:

¢ For percentage: O to 100. Percentage value can be configured as low as 0.0001%
¢ For count: >0
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NoTE: If you configure ‘-1, the feature will be disabled for those ports, and traps will
be generated for every packet drop and error.

You can configure the threshold from the device settings page or from global settings page
of GigaVUE-FM. Refer to the following sections for details:

« Configure Port Packet Drop/Error in Devices

» Configure Port Packet Drop/Error in GigaVUE-FM

Refer to the GigaVUE CLI Reference guide for the corresponding CLI commands for
configuring the port packet drop/error threshold values.
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Configure Port Packet Drop/Error in GigaVUE-FM

You can configure the port packet drop/error threshold globally for all the devices managed
by GigaVUE-FM. To configure the port packet drop/error in GigaVUE-FM:

1. On the left navigation bar, click .

2. Select System > Packet Errors and Drops. The Packet Errors and Drops page is
displayed:

Field Description

Port Type Port type for which the threshold is to be configured. Configuration for All
Ports will be applied to all the ports (this is equivalent to the global level in
device CLI).

Packet Percentage and count value for packet drop threshold configuration for Rx

Drop and Tx.

Threshold

Packet Percentage and count value for packet error threshold configuration for Rx

Error and Tx.

Threshold

If the device configuration is different from the global level configuration or the device has
port-level configuration, then those devices will be listed in the Non Defaults page.
Configurations changes at the global level will not be applied to the devices in the Non
Defaults page.

Use the Reset button to remove the current device-level configuration and to apply the
GigaVUE-FM global configuration.

&)  Packet Errors and Drops Default Thresholds Non Defaults

m
Lal Find (® This is a list of exclusions to Default Thresholds. Exclusions can be made by manually entering at each Cluster or Port settings page. x Filter

SETTINGS

o (VP

Prefere...
O 1011546187 gigamon-9dcfdc Netwaork Ports: Rx -1% / T -1% Network Ports: Rx -1% / Tx -1% 11k
SNMP

O Clusterip Hostname Packet Errors Packet Drops Excluded Ports Within Tags

| Packer..
Port Di..
Node D...
IP Reso...

Related topics

e Port Packet Errors and Drops
» Configure Port Packet Drop/Error in Devices
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GigaStream Imbalance Notification

In GigaVUE OS nodes, traffic is distributed across the ports in a GigaStream based on the
following criteria:

e Type and volume of the incoming traffic

e Configurations defined in the Advanced Hash Settings page for the selected line card or
chassis. Refer to the Advanced Hashing section in the Fabric Management guide for
more details.

Consider a scenario in which ip4src and ip4dst are configured as advanced hash methods.
Accordingly, traffic is distributed based on the matching IP source and IP destination
addresses.

» In case of high traffic volume on a particular IP address or subnet, one or more ports
within the GigaStream group will receive more traffic compared to the other ports.

e Alternatively, if there is a low traffic volume on a particular IP address or subnet, one or
more ports within the GigaStream group will receive lower traffic compared to the other
ports.

A small variation in traffic volumes across the ports in a GigaStream is expected and is
acceptable. Large variation in traffic volume causes packet drops due to over subscription or
under subscription of ports. With the GigaStream imbalance notification functionality, the
port statistics of the member ports in a GigaStream are validated to determine if the
variation in traffic distribution across the ports does not exceed or fall below a user-defined
threshold value limit. If traffic distribution is not within the allowed variance limit, the
GigaVUE HC series and TA series devices generate SNMP traps that are sent to GigaVUE-FM
based on which GigaStream imbalance alarms are triggered.

SNMP traps are generated in the devices based on the following criteria:

* Variance threshold % configured either through GigaVUE-FM or CLI (refer to the Example
for more details)

o Distribution of traffic between the ports (on a 30 second interval)

E If GigaStream port group has a persistent imbalance in traffic, it is recommended to:

» Change the Advanced Hash settings

» Use a Weighted GigaStream to apply more hashing buckets to under utilized
ports and lesser hashing buckets to over utilized ports

The following SNMP traps are triggered in the devices:

e For imbalanced traffic distribution: gigamonSnmpGigastreamImbalanceNotification
e On recovery of balanced traffic: gigamonSnmpGigastreamRecoveryNotification
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To manage the SNMP traps, you can either use the SNMP throttling feature or the
GigaStream Imbalance notification feature. With SNMP throttling, it is possible for some of
the recovery traps to get throttled resulting in inappropriate health status of the ports in the
GigaVUE-FM GUI. Use the GigaStream Imbalance Notification feature to generate traps and
trigger appropriate alarms.

NoTE: GigaStream Unhealthy alarm is raised to signify the imbalance in traffic
distribution ( alarm description includes all the affected ports).

GigaStream Imbalance Threshold Priority Levels

Threshold values for GigaStream imbalance can be configured at the following levels:

Configuration Level Description Notes
Per GigaStream Level Applies to a specific Has the highest priority and overrides the type
Configuration GigaStream in a device. level and global level configuration.

Type Level Configuration Applies to all GigaStreams of | Has the second highest priority and overrides
a particular type. the global level configuration .

Global Level Applies to all GigaStreams. Has the lowest priority.
Configuration

The following table shows the various configurations that can be performed from the GUI:

Configuration Level | Details Refer to
Per GigaStream Allows you to configure GigaStream Configure GigaStream
Level Configuration Imbalance notification for a specific Imbalance per GigaStream

GigaStream in a device.

Device Level Allows you to configure GigaStream Configure GigaStream

Configuration Imbalance notification for all the Imbalance Threshold in
GigaStreams in a device. Devices

GigaVUE-FM Level Allows you to configure GigaStream Imbalance Configure GigaStream

Configuration notification for all the GigaStreams in all devices Imbalance Threshold in
managed by GigaVUE-FM. GigaVUE-FM

NoTE: For configuration using CLI, refer to the GigaVUE-OS CLI Reference Guide.

You can configure threshold values for GigaStream imbalance for the following GigaStream
types:
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e All GigaStreams

¢ Tool GigaStream

e Circuit GigaStream
e Hybrid GigaStream
e Stack GigaStream

NoTE: GigaStream Imbalance threshold notification functionality is applicable only
for regular GigaStreams. Controlled GigaStreams and weighed GigaStreams are not
within the scope of this functionality as traffic distribution is uneven within the ports.

Example

Consider a GigaStream GS1 consisting of three member ports P1, P2, P3. Let the threshold
variance be configured as 10%. Refer to the following table for details on how the threshold
limits are calculated, based on which traps are triggered.

Port Average Allowed Upper and lower Is SNMP Trap
Utilization Po.r.t . variance limits Triggered?
Utilization based on
of Member .
Ports configured
threshold
value
LL « P1-55 60 6 Upper limit: 60+6 | No
. P2-60 =66
e P3-65
Lower limit: 60-6
=54
The port

utilization in all
the ports in the
GigaStream is
within the
threshold limit.

T2 (T1+30 « P1-10 20 2 Upper limit: 20+2 | GigaStream
seconds) . P2-20 =22 Imbalance trap is
. P3-30 o triggered in the
Lower limit: 0-2 = | yevice and sent to
18 GigaVUE-FM and
The port the corresponding
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Port
Utilization
of Member
Ports

Average
Port
Utilization

Allowed
variance
based on

configured
threshold
value

Upper and lower
limits

Is SNMP Trap
Triggered?

utilization in port
P2 is within the
threshold limit,
whereas port
utilization in
ports P1and P3 is
not within the
threshold limit.

GigaStream
Imbalance
Threshold alarm is
triggered.

T3 (T1+60)

« P1-19
. P2-20
. P3-21

20

Upper limit is
2042 =22

Lower limit is 20-
2=18

The port
utilization in all
the portsin the
GigaStream is
within the
threshold limit.

Trap is cleared.

Rules, Notes and Limitations

e |f you configure the threshold value to '0', higher level threshold is applied to the
Gigastream. For example, if you configure the threshold of a particular Gigastream to '0', it
inherits its type-level threshold configuration. If type-level threshold is also configured as
'0' then global-level threshold is applied to the Gigastream.

» If you configure the threshold value to -1, the feature is disabled on the given Gigastream.
The GigaStream will no longer inherit its type-level/global-level threshold values and trap
will also not be generated on account of variation in traffic distribution.

¢ You can configure email notifications for GigaStream Imbalance event occurrence. Refer
to the Event Notification section for details.
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e Supported polling interval is 30s only.

Configure GigaStream Imbalance Threshold in Devices
To configure GigaStream Imbalance threshold through the device settings page:

1. On the left navigation pane, click on and under Physical, select the required device
or cluster.

2. Click Settings > GigaStream Imbalance. The GigaStream page is displayed.
3. Select or enter the following values:

Field Description

GigaStream | GigaStream type for which the threshold is to be configured.

Configuration for All GigaStreams will be applied to all the
GigaStreams (this is equivalent to the global level in device CLI).

Use the +/- buttons to configure for the various GigaStream types.

Variance Variance threshold value in %. If the threshold is above or below the Variance threshold
Threshold and if the traffic distribution is not uniform across the ports in the GigaStream, traps
will be sent from the devices to GigaVUE-FM.

gigamon-9d5fec > GigaStream Imbalance

E
a
]
>
2
$

> Ports (@ Add or remove GigaStream types and set the desired threshold percentage. P%e

> GigaSMART

5

> Inline Bypass GigaStream Variance Threshold

TRAFFIC All GigaStreams v 25 %

> Maps
Stack GigaStream v 0 %

SETTINGS

v Settings Tool GigaStream v

Date and Time
Hybrid GigaStream M 69 %

Global Settings

8
(OB ORNONRORNNO]

Circuit GigaStream v 56 %

Interface
Config and Licenses
Reboot and Upgrade

> Roles and Users

SUPPORT
Logs

> Debug

10)
@

FM Instance: GigaVUE-FM

About

4. Click Save and Apply to save and apply the configuration.

Configure GigaStream Imbalance per GigaStream

To configure GigaStream Imbalance for a specific GigaStream:

1. Select Ports > Port Groups > GigaStream. Select the GigaStream for which you want
to configure the GigaStream Imbalance threshold.
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2. Click Edit to open the port editor.

3. Under Variance Threshold, configure the GigaStream Imbalance Threshold in %.

gigamon-9dSfec > GigaStream™

Ll ¢ Back to Nodes GigaStream™ oK Cancel
Overview
< Alias test
Health
Description
Save Configuration
— Type @ Tool GigaStream () Hybrid GigaStream () Stack GigaStream () Circuit GigaStream
Chassis Controlled GigaStream
Port:
v Ports orts [ 7 PEvell T PUTeR
Ports
Weighting .
Port Groups Equal
Port Pairs Variance Threshold 25 %
Tool M
o0l Mirrors —
Stack Links
TagKey v Values ®0
Tunnel Endpoints
IP Interfaces
Tunnels
> GigaSMART
> Inline Bypass
TRAFFIC
> Maps
0]
SETTINGS
> Settings
FM Instance: GigaVUE-FM Node Sync Time: Jul 15, 2022 13:58:47

4. Click OK to save the configuration.

The configuration is applied to that specific GigaStream.

NoTE: To configure the threshold values globally for all the devices managed by
GigaVUE-FM refer to Configure GigaStream Imbalance Threshold in GigaVUE-FM.

Configure GigaStream Imbalance Threshold in GigaVUE-FM

You can configure the GigaStream Imbalance threshold globally for all the devices managed
by GigaVUE-FM. To do this:

1.  On the left navigation bar, click .
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2. Select System > GigaStream Imbalance > Default Thresholds. The GigaStream
Imbalance page is displayed:
& Settings GigaStream Imbalance Device Level Thresholds

Iﬂ Find
Add or remove GigaStream types and set the desired threshold percentage. This setting applies to all the nodes X
SETTINGS running GigaVUE OS version 6.0 and above, managed by this GigaVUE-FM.
é v System
GigaStream Variance Threshold
Preferences
=l
SNMP All GigaStreams v 25
Packet Errors and Drops
| GigaStream Imbalance Circuit GigaStream v 56
Port Discovery Hybrid GigaStream v 69
Node Details
IP Resolver
Backup/Restore
Images
Certificates
Event Notifications
Licenses
Logs
0]

>

Storage Management

Tasks

Reports

FM Instance: GigaVUE-FM

Field Description

GigaStream

GigaStream type for which the threshold is to be configured.

the devices managed by GigaVUE-FM.

Use the +/- buttons to configure for the various GigaStream types.

Configuration for All GigaStreams will be applied to all the GigaStreams in all

Cancel Apply
% ® O
% ® O
% ® O

Last Updated At: Jul 15, 2022 14:02:09

Variance
Threshold

from the devices to GigaVUE-FM.

Variance threshold value in %. If the threshold is above or below the Variance threshold and if
the traffic distribution is not uniform across the ports in the GigaStream, traps will be sent

If the device configuration is different from the global level configuration or the device has
per GigaStream level configuration, then those devices will be listed in the Device Level
Thresholds page. Configurations changes at the global level will not be applied to the
devices in the Device Level Thresholds page.
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Use the Reset to Default button to remove the current device-level configuration and to

apply the GigaVUE-FM global configuration.

%Er Settings GigaStream Imbalance

Lt Find

<

SETTINGS
v System
Preferences
SNMP
Packet Errors and Drops
| GigaStream Imbalance
Port Discovery
Node Details
IP Resolver
Backup/Restore
Images
Certificates
Event Notifications
Licenses
Logs
‘:D Storage Management
> Tasks

Reports

FM Instance: GigaVUE-FM
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Default Thresholds

Device Level Thresholds

This is a list of exclusions from the default threshold. Exclusions can be made by %
manually entering the threshold value in each Cluster or GigaStream page.

Cluster ID

Gin tn nana

Hostname

Variance Threshold

No data available

0 thrachnlde tatal

Excluded GigaStreams

Filter

Tags ]

Last Updated At: Jul 15, 2022 14:02:09
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Port Discovery

GigaVUE-FM allows you to configure the discovery protocols (CDP, LLDP and GDP) on each
of the individual ports. However, in a scaled environment, where GigaVUE-FM manages a
large number of devices, it is difficult and time-consuming to configure the protocols on
each and every individual port. The Port Discovery page allows you to bulk configure

the discovery protocols (GDP, CDP and LLDP) on the ports across the devices.

To access the Port Discovery page, on the left navigation pane, click ki and select System >
Port Discovery. The following pages appear:

e Defaults
e Template

Defaults

The Defaults page displays the discovery protocol configuration applied by default to the
port in the devices managed by GigaVUE-FM. On upgrading GigaVUE-FM to software
version 5.14.00 or later, the global configuration is applied on the clusters that are already
upgraded to 5.14.00 or greater.

Port Discovery Templates Q 2 4 o
Find
. Set the desired discovery protocol for each port type. Changes made here will actively apply to all nodes currently managed by
GigaVUE-FM, unless they are managed at a cluster level or tag level. -
e Choose Settings | @ o Actons Cave & Apnly
v System
Prefere...
SNMP
Port Type Gigamon Discovery Protocol CDP LLDP
Packet ...
I Port Di... Stack On Retain Current Settings Retain Current Settings
Node D...
IP Reso... Circuit On Retain Current Settings Retain Current Settings
Backup...
Images Network Retain Current Settings Retain Current Settings Retain Current Settings
Certific...
EventN... Tool Retain Current Settings Retain Current Settings Retain Current Settings
Licenses
Logs Hybrid Retain Current Settings % Retain Current Settings Retain Current Settings
Storage...
> Tasks
Reports
> Authentica...
High Availa...

ance: GigaVUE-FM

By default, GDP is enabled on the stack and circuit type ports. For the other port types, you
can click the drop-down to either:

» Retain the current settings for the protocol configuration:
» Configure the required protocol configuration to 'On' or 'Off.
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Click Save & Apply to save the changes performed on this page. The changes will be applied
to all the devices managed by GigaVUE-FM.

NoTE: The global template will not be applied on the clusters where the custom
template is applied. At any point in time, a cluster can be associated with only one
template.

Templates

The Templates page allows you to create custom templates from global configuration. You
can perform the following tasks from this page:

¢ Add New Template

e Edit Custom Template

* Delete Custom Template: Select Actions and click Delete a Custom Template

Add New Template

To create a custom template:

1. Click New from the templates page. The New Port Neighbor Discovery Config page is
displayed. Alternatively, you can also select the New option from the Actions drop-
down.

2. Edit the required discovery protocol configurations for the required port types.
3. Under Apply Settings, you can either choose:
» Cluster: Select the required cluster Ids for which the configurations will be applied.

e Tags: Select the required tag ids and tag values. The configurations will be applied
for the ports that have the tag key and tag value configured.

4. Click Save. In the dialog box that appears, enter a name for the template and click
Save.

The newly created template will be added to the list view.

You can also create template from the Defaults page.

1. Edit the configurations displayed in the Defaults page.
2. Click the Actions drop-down and select Save as Template.
3. Inthe dialog box that appears, enter a name for the template and click Save.

Edit Custom Template

To edit a custom template:
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Select the required custom template that you need to edit.
Click the Actions drop-down and select Edit.

Change the required configurations.

Click Save.

HWN
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Node Details
The Node Details page includes the details of every node managed by GigaVUE-FM. The
figure shows an example. For each node, you need to provide a user name and password

that allow administrator privileges on the node.

On the left navigation pane, cIick and select System > Node Details.

Node Details
M Find Filter Add Actions v Exoort v
SETTINGS Node Host Name SNMP Version User Name i)
%} v System
Default v2 admin
— Preferences
= SNMP 111.1:443 dsd v2 edwed
Packet Errors and Drops
1.11.2:443 sdcdsc v2 dedsc
GigaStream Imbalance
PR 1113443 dsf v dfwe
Node Details
IP Resolver 1.1.1.4:443 cfec v2 cec
Backup/Restore
1.11.5:443 dcfc v2 cefve
Images
Certificates 1116443 dexew %) cewc
‘D Event Notifications
B B S 1.11.7:443 sdeds v2 sdcs
@ Licenses Gotopage: 1 of2 ) | 13 nodes total

Logs
FM Instance: GigaVU=-FM

Figure 20 Credentials for Physical Nodes.

The list of node credentials is maintained in a local database and is accessed whenever
GigaVUE-FM needs to connect to a node. Also, GigaVUE-FM will use the credentials in this
page to log into any node added with the Add button in the Physical Node page.

Using the “Default” Credentials Effectively

The Node Details page includes both a Default entry as well as entries for specific IP
addresses. The Default credentials make it easier to add multiple GigaVUE-FM and
GigaVUE-OS nodes that use the same username/password quickly. Instead of adding node-
specific credentials for each system, you can just set the Default credentials to match the
username/password in use on multiple nodes, and then add all the IP addresses that use
those credentials in the same Add Node(s) dialog box.

Node Details Fields and Page Controls

Node Details page has following buttons that allow you to manage the information that
appears in the table:
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Controls Description

Add

Allows you to add a node and its login credentials.

e Clicking Add opens a dialog where you specify the following details:

Node IP address and port number

Host Name

User name

Password and Confirm Password options
SNMP Version

e Only one node can be added each time.

e The user name and password you provide must have administrator
privileges on the node.

Filter

Allows you to filter the nodes based on the required fields.

Actions

Allows you to perform the following operations:

Edit: Allows you to change the credentials for a node.

e Select a node. Click Actions > Edit to open a dialog where you make the
changes.

e Multiple IP addresses cannot be selected for editing.

Delete

Allows you to delete a node and its credentials.
e A confirmation message pops-up prior to deleting a node.
e Multiple IP addresses can be selected for deletion.

Export

Allows you to export the details of all the nodes or only the selected nodes
either in CSV or XLSX format.
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|P Resolver

GigaVUE-FM must be configured with DNS server and default search domains in order to
add and manage the nodes by their Fully Qualified Domain Names (FQDN).

This configuration is not mandatory to manage normal nodes/clusters. However, to manage
the clusters behind NAT, this configuration is required. This is because GigaVUE-FM does not
know the NAT IP of the member nodes of the cluster behind NAT. It can only learn the
private IP and hostname through the device APIs. GigaVUE-FM cannot reach the nodes
behind NAT with their private address. GigaVUE-FM uses the hostname to contact the
nodes in the cluster. Host names must therefore be resolved to NAT IP using the IP Resolver

page, failure to do so will result in failure in node specific operations.

You can configure the domain name server and search domains from the |P Resolver page.

IP Resolver

Find

SETTINGS

v System
Preferences
SNMP
Packet Errors and Drops
GigaStream Imbalance
Port Discovery
Node Details
IP Resolver
Backup/Restore
Images

Certificates

Refer to the following sections for details.

Default Search Domain

eth0

10.10.1.20

(i) Tomanage the nodes by their FQDN, GigaVUE-FM must be configured with DNS server.

@®0O

Q £ 4

® -

Cancel Apply

(@  Click the Plus and Minus buttons
to add or remove DNS servers.
You can add three servers to an
interface.

platforms.

NoTE: |P Resolver configuration is not applicable for GigaVUE-FM deployed on cloud

DNS Servers

To configure the DNS servers for the interfaces:

1.  On the left navigation pane, cIick and select System > IP Resolver. The
DNS Servers page appears.

2. Enter the following details, as required.
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Field Description

Interface Name Interface name for which DNS is to be configured. All the associated
interfaces will be listed.

DNS Server IP address of the domain name server. Use the +/- icon to add the additional
servers. GigaVUE-FM allows you to configure only three name servers. The +
option is disabled once you have configured three name servers.

NoTE: If GigaVUE-FM is configured with DHCP and three or more
nameservers are assigned from DHCP itself, then the Add Server option is
disabled in the Ul.

3. Click Save to save the configuration.

Default Search Domain

To configure the default search domain:

1. On the left navigation pane, cIick and select System > IP Resolver > Default
Search Domain. The Default Search Domain page appears.

Description

Default Search Domain Default search domain. You can configure only a maximum of 6 search
domains from the GigaVUE-FM GUI.

2. Click Save to save the configuration.
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Backup/Restore

The Backup/Restore page allows you to backup and restore the configuration data for
GigaVUE-FM, Physical Nodes, and add Archive Servers used for back up.
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GigaVUE-FM Appliance

GigaVUE-FM includes a backup-and-restore feature for saving configuration data. You can
use the saved data to restore an instance of GigaVUE-FM or provide a copy of the
configuration data and have it available for a new instance of GigaVUE-FM. This is useful for
restoring the configuration on an appliance or when migrating to a GigaVUE-FM hardware
appliance.

You can schedule GigaVUE-FM for an immediate backup or schedule a backup to occur
once at a specified time or on a reoccurring basis. For example, you can schedule a backup
for a particular day, week, month, or date at regular intervals.

Rules and Notes for Backup and Restore

¢ Backup and restore of GigaVUE-FM is only supported for users with super admin
privileges.

* When you backup GigaVUE-FM, you will not be allowed to perform any non-get
operations in GigaVUE-FM such as create, update and delete. You can only view the data
in GigaVUE-FM.

» After the backup operation is completed an event is received in the Events page.

» Restore operation will only add the licenses for that GigaVUE-FM instance. Ensure to have
the licenses for the nodes and other GigaVUE-FM instances (in case of High Availability)
before the restore operation. Add the licenses after the restore operation is completed.

» After restore, you must reconfigure the RADIUS and TACACS+ passwords and regenerate
the licenses.

* When creating a backup file, do not include the following special characters: space *" ?;:
,/ % @ in the alias.

Data Saved When Backing Up GigaVUE-FM

When you back up GigaVUE-FM, the following information is saved:

» List of standalone nodes and clusters that are directly under the management of the
Fabric Manager.

= User credentials needed to access the nodes

« Node level user account and RBAC configurations
=  VMaps

« GigaVUE-FM credentials and preferences

« System configuration of GigaVUE-FM

« Solution configuration data

« Solution level metadata

« Intent collections
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« Other information, such as node level Radius, TACACS, SSH servers and SNMP or email
notification configurations

The backup does not include the following data:

» GigaVUE-FM appliance host/IP configuration
« DHCP, NTP, and DNS configurations

These are configured through the jump-start configuration when configuring a new

GigaVUE-FM.

Backup Immediately

To do an immediate back up of a GigaVUE-FM, do the following:

1.  On the right side of the top navigation bar, click .

2. On the left navigation pane, select System > Backup/Restore > GigaVUE-FM and
GigaVUE-OS FM Appliance.

3. Click Backup.
4. Select Immediate.

5. Select the archive server for the backup file. Refer to Figure 21lmmediate Backup to an
Archive Server.

To add an archive server, refer to Add an Archive Server.
6. Click OK.

(®) Immediate (O Scheduled

Save backup file to Archive
Server

Figure 21 /mmediate Backup to an Archive Server

Schedule Backups

To create a schedule for backing up GigaVUE-FM, do the following:

1.  On the right side of the top navigation bar, click .

2. On the left navigation pane, select System > Backup/Restore > GigaVUE-FM and
GigaVUE-OS FM Appliance.

a. Click Backup.
b. Select Scheduled.

The GigaVUE-FM time clock is based on ESX host time. Make sure that you have
synchronized clock before any scheduling operation.
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3. To repeat backups, use Recurrences, Start Date, and Start Time to set how often the
backup occurs, at what time, and when the backup schedule will end.

If you want to schedule a single backup for a specific data and time, select Once Only
for Recurrence.

Figure 22Scheduled Backup for GigaVUE-FM shows an example scheduled backup. In
this example, the weekly backup to archive server Archive Server 1 starts on March 17
and occurs every Saturday at 9:00 pm until March 31.

© Immediate ® Scheduled
Recurrence OnceOnly v

Start Date =)

Start Time 12 v |00 v  PM v

Save backup file to Archive
Server

Figure 22 Scheduled Backup for GigaVUE-FM
4. Click OK. To monitor the progress of the event, select All Alarms/Events in the left

navigation pane.

Once you have scheduled a recurring backup, the scheduled backup appears as a
scheduled task on the Scheduled Tasks page. To view tasks, select Tasks > Scheduled
Tasks. After the backup has completed the outcome of the task is displayed on the
Alarm/Events page.

Restore GigaVUE-FM Configuration Files

To restore a GigaVUE-FM configuration from a backup file, do the following:

1. On the right side of the top navigation bar, click .

2. On the left navigation pane, select System > Backup/Restore > GigaVUE-FM
Appliance.

3. Click Restore.
The Restore page displays, showing the file names from which to restore.
4. Select the Archive Server from which to retrieve the backup file.

5. Select the configuration to restore by clicking the check box next to the file name. Only
one configuration can be selected with an restore action.

6. Click OK.

NoTE: GigaVUE-FM will reboot once after successful restore operation. Logs will be
recorded in the Audit Logs page with Restore Complete/Success Message.
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After successful restoration, the configuration available in the backup file will be persisted.
Restore Success Event is recorded in the Events page. If Restore Failure Event appears after
GigaVUE-FM restore operation, then the configuration that existed before the restore
operation will remain.
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Physical Nodes

The Physical Nodes page lists the backup files currently saved in local storage on the
machine where GigaVUE-FM is installed. You can also change the Do not Purge setting for
the file and down load the files.

NOTE: You can backup multiple configuration files. The default is 10 per cluster. This
file will be kept during automatic purge.

Backup/Restore GigaVUE-FM Appliance Physical Nodes Archive Servers

Actions ¥ Filter
Total Backup Files: 6 | Filtered By : none

Expand All Collapse All

O Clus...~ File Name B Comments Date SW Version Do no... Config Snapshot Device Summary Restore Repor... @

O v 1.

O T.. Device back... 2019-.. 5.8.00_Beta Disabl..  Show_Config Summary Restore Log Files

O T.. 2019-.. 5.8.00 Disabl...  Show_Config Summary Restore Log Files

O v 1

O [ Device back... 2019-.. 5.7.01 Disabl...  Show_Config Summary Restore Log Files

O [ Device back... 2019-.. 5.8.00 Disabl...  Show_Config Summary Restore Log Files

O v 1.

O U... Device back... 2019-.. 5.8.00_Beta Disabl...  Show_Config Summary Restore Log Files

O 2. Device back... 2019-.. 5.8.00_Beta Disabl..  Show_Config Summary Restore Log Files
Gotopage: 1 - of 1 Total Records: 9

Figure 23 Backup Files Page

Enable Do Not Purge

To set Do Not Purge for a backup file, do the following:

On the right side of the top navigation bar, click .

1.

2. On the left navigation pane, select System > Backup/Restore > Physical Nodes.
3. On the Backup Files page, select the backup file or files.

4. Click Actions, and then select Enable Do Not Purge.

The Do Not Purge column will display a check mark for each backup file that has Do
Not Purge enabled.

Disable Do Not Purge

To disable Do Not Purge for a backup file, do the following:
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1. On the right side of the top navigation bar, click .

2. On the left navigation pane, select System > Backup/Restore > Physical Nodes.
3. On the Backup Files page, select the backup file or files.

4. Click Actions, and then select Disable Do Not Purge.

Download Backup Files.

You can also download the backup files by doing the following:

1. On the right side of the top navigation bar, click .

2. On the left navigation pane, select System > Backup/Restore > Physical Nodes.

3. On the Backup Files page, click Show_Config for the file to download the backup.
4. Click Download.
5

GigaVUE-FM downloads the file. The filename includes the node’s IP address and a
timestamp.
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Archive Servers

The Archive Servers page displays the archive servers currently available for backing up

GigaVUE-FM. The page displays the following information:

The alias to help identify the server

The IP address of the server
The type of server, either SCP or SFTP
The username for logging in to the server

The path on the server to the backup files

Add an Archive Server

The Backup/Restore feature of GigaVUE-FM requires an archive server for saving and
restoring the configuration files. To add an archiver server to GigaVUE-FM, do the following:

1.

INEENEN

5.

On the right side of the top navigation bar, click .

On the left navigation pane, select System > Backup/Restore > Archive Servers.

Click Add.

Enter the following information about the server:

o

(¢]

o

o

(e]

o

Alias—An name to help identify the archive server.

Server Address—The |P address of the server.

Type—The type of archive server. The only type available is SCP.
File Path—The path to the backup files on the server
Username—The login user name for the server.

Password—The login password for the server.

Click Save.

Edit an Archive Server

To make changes to an archive server, do the following:

A WN

5.

On the right side of the top navigation bar, click .

On the left navigation pane, select System > Backup/Restore > Archive Servers.

Click Edit.
On the Edit Archive Servers page, make changes to the server information.
Click Save.

Delete an Archive Server

To delete an archive serve, do the following:
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On the right side of the top navigation bar, click .
On the left navigation pane, select System > Backup/Restore > Archive Servers.

On the Archive Servers page, select the server to delete.
Click Delete.

A WN
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Device Configuration Backup

GigaVUE-FM retrieves and stores the device configuration in binary and text

formats. GigaVUE-FM restores the device configurations in binary format and allows you to
view the configurations in text format. The advantage of the binary format is that it backs up
all state parameters, including system parameters.

Version Compatibility

» For GigaVUE-FM and GigaVUE-OS devices 5.1 version onwards, GigaVUE-FM will take a
binary backup of those devices. For devices prior to version 5.1, GigaVUE-FM will
continue to take text-based backups.

« For backups taken in text format in GigaVUE-FM v5.4.01 or above, GigaVUE-FM will
allow those configurations to be restored.

« Before GigaVUE-FM v5.500, the configuration backup was text based, which was
intended to backup only traffic related configs.

Points to Remember

« Describe your backup: Provide a meaningful name and comments while taking the
backup, to help track the configuration while restoring.

« View your backup: You can view and download the text format of binary contents for
readability. Some details in the binary content might not appear in text format.

« View the restore report: After performing a restore operation, a restore report displays
the results of the restore operation such as the success or failure as well as all the logs
from the leader device.

Restore Configuration (RMA'ed device)

The following are the steps to be performed for Standalone and Cluster Nodes:

Standalone Devices (RMA):

1. Make a backup on Device A, which will contain Device A details (Serial Number, chassis
ID, GUID, etc.)

2. Device A has now failed.

3. Order and get a new device, Device B (identical hardware inventory, except all the
hardware serial numbers are different).

4. Power up Device B and assign it a hostname and IP address.
The hostname should be the same as the previous device.

6. The IP address should be the same. (Different IP addresses are supported, but not
recommended.)

7. On GigaVUE-FM, restore the backup of Device A onto this device:

a. Ifthe IP address is the same, then it will get discovered as Device A.
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b. If the IP address is not the same, restore the Device A data onto the Device B (IP
address, etc))

c. Now the backup taken on device A is pushed to device B.

d. When the backup is complete, GigaVUE-FM invokes a new “Migration” API from the
node.

e. When the process is complete, Device B is restored to Device A's configuration.

A node of the cluster (RMA):

1.

o UA W

The binary backup of the cluster is available in GigaVUE-FM.

Node A fails.

Replace with node B.

Configure the node B with the IP address, hostname, cluster ID, cluster VIP etc.
Node B joins into the cluster.

Cluster leader will push the config to the new node, which will not apply to its
hardware since its serial number does not match.

GigaVUE-FM will now discover node B back in the inventory.

Instruct GigaVUE-FM to migrate the configuration of node B, from the old serial
number to the new one.

This will be sent to the Leader of the cluster (and new API that will be provided same as
7 above).

10. Cluster leader will do the migration and push the configuration to the new node

NOTE:

GigaVUE-FM handles the UUID stored in GigaVUE-FM.

GigaVUE-FM has a dependency on the device APl to migrate configuration of
RMA box to a new serial number.
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Restore Devices and GigaVUE-FM for Traffic Management Solutions

This section provides instructions to restore devices and GigaVUE-FM for the traffic
management solutions, such as Application Intelligence, Flexible Inline Flows, and Fabric
Maps.

Before you restore devices and GigaVUE-FM, keep in mind the following:

« Ensure that you backup the devices and GigaVUE-FM at the same time.
« Perform the restore operation during a maintenance window.
« Do not restore devices that are in operation. It will affect the packet flow.

To restore devices and GigaVUE-FM:

1. Restore the devices. You can choose to restore devices in any order. Refer to Restore
Nodes and Clusters.

2. Verify that the restore operation on the devices are completed successfully. Refer to
View Restore Logs.

3. Restore GigaVUE-FM from the required archive server. Refer to Restore GigaVUE-FM
Configuration Files.

4. Verify that the GigaVUE-FM is restored successfully.

a. On the right side of the top navigation bar, click .

b. On the left navigation pane, select Events.

NOTE: You can either wait for the devices to synchronize completely or re-
discover the devices in GigaVUE-FM.

5. Redeploy the solutions.

Administer GigaVUE-FM
System

161



GigaVUE Administration Guide

Images

The Images page is used to specify the servers where you will store image files for upgrading
your nodes. You obtain images for your nodes by contacting Technical Support. Once you
have the images, you can use an external server or use GigaVUE-FM as the image server.

On the left navigation pane, cIick to access Images and select System > Images.
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Internal Image Files

If you use GigaVUE-FM for the image files, the files used to upgrade the physical nodes to
the latest software version are stored on your local system and uploaded to GigaVUE-FM
from the Upload Internal Image Files page. To access this page, go to System > Images >

Internal Image Files.

After obtaining the image files, copy them to your local system. Use the Browse button to
upload the files. The figure shows an image file for a Gigamon-HC2 node selected for

uploading. To upload the file, click OK.

4
Upload Internal Image Files X
File Upload *
Choose File No file chosen
Cancel
bW -

Figure 24 /mage File Uploaded

After the uploading has completed, the image file is shown on the Internal Image Files page.
Use the Download button to download images stored on GigaVUE-FM to your local system.

Use the Delete button to remove image files.
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External Servers

If you use an external server for the image files, the files used to upgrade the physical nodes
or GigaVUE-FM to the latest software version are stored on an external Image servers. To
access the External Servers page, go to System > Images > External Servers. The External
Servers page has buttons used to set up and manage external image servers. These buttons
are described in Table 3: Controls on External Servers Page. For information on how to
upgrade from an external server, refer to the Upgrading from an External Image Server
section in the GigaVUE Fabric Management Guide.

Table 3: Controls on External Servers Page

Add Allows you to specify where server images will be stored. The page is shown in External Servers.
Clicking Add opens the Image Server Details dialog, where you specify:

e Alias — A name to identify the server.

e Server IP/Host Name — The IP address of the server or the host name.

e Type — Images can be updated using SCP or TFTP
[ ]

Usernameand Password —The user name and password that will be used to log into the
server to store the image file.

NoOTE: A username and password are not required if using TFTP.

Actions Allows you to perform the following operations:
« Select a server and click Actions > Edit to open the Image Server Details dialog, where you
can modify the values specified for the server. Same options are to be filled as noted for Add.

o Select a server and click Actions > Delete to delete the server specified. The Delete Option
will have a validation option to select as a pop-up prior to deleting a node.

Export Allows you to export the details of all the nodes or only the selected nodes either in CSV or XLSX
format.
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Certificates

The Certificates Page provides access to the following pages:

e Trust Store

» The ACME client configured in GigaVUE-FM contacts the ACME server to issue, renew,
revoke and delete certificates for the standalone GigaVUE-FM instances or for the
GigaVUE-FM instances that belong to the High Availability group. In case of HA, the ACME
operations must be implemented in each of the GigaVUE-FM instances.

« ACME Certificate
e Configure ACME Server
o CA List

The Automated Certification Management Environment protocol is used for automatic
certification of devices and GigaVUE-FM. Refer to the following sections for details.

Automated Certification Management Environment (ACME
Configuration)

To enable secure and confidential communication between GigaVUE-FM, GigaVUE-OS
devices and other network entities, it is important to deploy, manage and update the
required certificates. By default, GigaVUE-FM and the GigaVUE-OS devices come up with
self-signed certificates. However, you can also deploy custom certificates signed by the
Certificate Authorities (CA). This requires you to manually install the certificates and map the
certificates to the web.

Starting in software version 5.13.01, GigaVUE-FM and the devices support Automated
Certificate Management Environment (ACME) protocol that allows automatic certificate
signing and deployment between Certificate Authorities (CAs) and GigaVUE-FM, GigaVUE-
OS devices web servers. If your devices and GigaVUE-FM instances are running software
version 5.13.00 or lower, ensure to add all the devices to GigaVUE-FM, upgrade the devices
and GigaVUE-FM to software version 5.13.01 for the ACME protocol to be functional.

How ACME Works

The ACME protocol is based on the principle of client-server communication:

* ACME Server: Runs at a Certificate Authority, for example, Step-ca . The ACME server
responds to the client requests and executes the requested actions (issue, renew, revoke)
once the client is authorized.
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 ACME Client: Runs on the user’s server or device that needs to be protected by the PKI
certificate. The ACME client uses the ACME protocol to request the ACME server running
in CA to perform the certificate management tasks such as issue, renew, revoke of
certificates.

An ACME server and a client must be appropriately configured. The client sends requests to
the server and the server receives the requests and issues certificates for the client. The
ACME server and the client communicate over a secure HTTPS connection using JSON
messages.

NOTE: For more details about the Automatic Certificate Management Environment
protocol, refer to RFC 8555.

ACME Configuration in GigaVUE-FM and the Devices

ACME client is configured in both GigaVUE-FM and the GigaVUE-OS devices, and takes care
of the following operations by contacting the ACME server that runs in a Certificate
Authority:

e |ssue of Certificates
o Renewal of Certificates
o Certificate Revocation

The following diagram shows how ACME works in GigaVUE-FM and the devices:

ACME client in GigaVUE-FM
takes care of:

® |[ssue

e Renew

GigaVUE-FM sends action to the

device. ACME client in devices * Revoke

takes care of:

e |[ssue

s Renew
e Revoke

ACME Server

\A

AV V- A V4

Refer to the following table for a summary of the ACME process in devices and GigaVUE-FM:
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Task In Device In GigaVUE-FM
Certificate The ACME Client is installed in the devices The ACME client is installed in GigaVUE-FM and
Issuance and | and takes care of automatic takes care of automatic issue/renew/revoke of
Renewal issue/renew/revoke of the HTTPS the HTTPS certification of GigaVUE-FM
certification of the devices. (standalone GigaVUE-FM instances and also
instances in a HA group).
Issuance:
Issuance:
After the certificate is downloaded, the
device will automatically update the ACME After the certificate is downloaded, GigaVUE-
issued certificate for web operation. FM will automatically update the ACME issued
certificate for web operation.
Renewal:
. Renewal:
« Both manual and automatic renewals
are supported. o« Both manual and automatic renewals are
. Auto renewal timers are started in the supported.
device based on the configured value e Auto renewal timers are started in GigaVUE-
(default is 1/3rd days before the FM based on the configured value (default is
certification expiry). 1/3rd days before the certification expiry).
NoTE: If the user provided auto renew
days is > (expiry date — today date),
then default renewal days will be
calculated (1/3rd days before expiry).
e Both public and private keys are
renewed.
Certificate Upon receiving revoke command (from Revoke operation in GigaVUE-FM:
Revocation GigaVUE-FM), the device:
o Initiates re-issue of new certificate
* Re-issues a new certificate and maps it « Followed by revocation of the existing
for the HTTPS operations. certificate.
e Sends a revocation request to the ACME
server and deletes the same from the Once the re-issue and revoke
device cache. operation is successful, the newly
NoTE: The certificate revocation issued ACME certificate will be
process renews the certificate first activated as the Web certificate. If
followed by the revocation. This is to revoke fails, GigaVUE-FM will fall back
avoid the down time of the web server . .
to default certification mode.
Clear Clear operation clears the ACME issued Deleting the ACME issued certificate results in
Certificate certificate from the devices and maps the GigaVUE-FM falling back to the default
web certificate to the default certificate. This | certification mechanism.
command also cancels the auto-renewal
timers that are started by the ACME client in
the device
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ACME Configuration in Devices

The ACME client configured in the device takes care of certificate issuance, renewal and
revocation for the devices.

Pre-requisites

The following are the pre-requisites for ACME configuration:

¢ DNS must be configured.

ACME server's root and intermediate certificates must have been installed and added to
the CA list (Refer to CA List page).

Notes

Device uses its domain name to download (Issue) a certificate from a CA.

Certificate revocation and renewal (manual renewal) requires domain name and box id as
input.

Classic mode supports rsa-2048 and rsa-4096 certificate algorithms. Secured crypto &
FIPS mode support prime256v1 and secp384r1 certificate algorithm.

Limitations

The following are the limitations:

ACME certificate can be issued only for single domain. Mltiple domain name as Subject
Alt name is not allowed.

It is not possible to issue a new certificate based on CSR.

Command to modify the renewal-period for the already issued certificate is not available.
Managing multiple server certificate using ACME is not supported.

Only web certificates used in the device will be managed by ACME.

Add Root CA Certificate of ACME Server

You must add the root CA certificate before using the ACME protocol for certificate issuance
and renewal.
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CLI Command
Invoke the following command to add the root CA certificate of the ACME server to the
nodes:

config# crypto certificate name <cert name> public-cert pem <PEM string>
Invoke the following command to add the root CA certificate of the ACME server to all the
nodes in a cluster:

config# crypto certificate ca-list default-ca-list name <cert name>

Certificate Issuance

Gigamon devices handle the issuance of web server certificate as per the ACME protocol.
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CLI Command

Invoke the following command from CLI to generate a fresh certificate and its
corresponding private key:
config# crypto certificate acme issue box-id <box-id> domain <xyz.gigamon.com> ca-url

<url> {algorithm <rsa-2048 | rsa-4096 | ec-prime256vl | ec-secp384rl>} {renew-days
<1-365> } {root-cert <cert_ name>}

You can specify the number of days (1 to 365 days), when the device should contact the
ACME server to renew the certificate before its expiration (default is 1/3rd of the number of
days before expiry).

NoTE: Certificate issuance process is a time consuming process (because of
authorization/challenge involved). After user executes issue command, a message
"Issuance in progress. Check status Using show crypto acme client info {box-id <box-
id>}" is displayed.

If the command is successful:
e The device generates a private key and downloads the signed certificate from the CA
server.

o The certificate is installed in the default certificate location. The certificate will be
renamed as acme-https-crt.

» The new certificate is used only for web communications.

* SNMP traps will be sent to syslog-server and GigaVUE-FM. The traps are sent before
start of an operation (issue, renew and revoke) and after the operation is completed,
(success / failure).

* Use show crypto certificate tO view the newly downloaded certificate.
e Use show crypto acme client info tO View the status of the certificate.

If the command fails:

» The existing certificate (previously used on the system) will be used for web
communication.

e |f the challenge process takes a longer time, the acme-client will be timed out and

appropriate error messages will be displayed. This is also reflected in show crypto acme
client info.

e |n case of failures in downloading the certificate from ACME server, you must correct
the errors and execute the certificate issue command again to download the certificate.

Refer to the GigaVUE CLI Reference Guide for details about the command.
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Certificate Renewal

Renewal of web server certificate is handled in the device as follows:

» The device periodically auto-renews the certificates based on the auto renew interval
configured during the issue of certificate. By default, auto-renewal happens one-third of
the days before expiry.

» You can also manually renew the certificate using the domain name that is used during
the certificate issuance phase.

NoTE: The ACME client in the device takes care of renewing certificates that are
issued only by ACME. Other user provided certificates (eg., LDAP, TACACS) will not be
auto-renewed by the ACME client.

CLI Command

Invoke the following command to renew a certificate:

config# crypto certificate acme renew {box-id <box-id>} domain <domain-name>

If the command is successful:

» The CA renews the certificate and its corresponding private key as well.
» The device replaces the certificates in the HTTPS certificate path.

» SNMP trap is sent to GigaVUE-FM to indicate that the certificate has been successfully
renewed. Syslogs will be sent to syslog server and GigaVUE-FM.

Certificate Revocation

To revoke a certificate, the device sends a signed revocation request indicating the
certificate to be revoked. If the request is valid, the server will revoke the certificate. To avoid
the downtime of the devices' web server, the revoke CLI command:

* Internally renews the certificate
* Followed by revoking the compromised certificate.

If the renew operation fails, the device will switch to default certificate.

CLI Command

Invoke the following command to revoke a certificate:

config# crypto certificate acme revoke {box-id <box-id>} domain
Xyz.gigamon.com

If the command execution is successful, SNMP trap is sent to GigaVUE-FM to indicate that
the certificate has been revoked.
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Clear ACME

Clear operation clears the ACME issued certificate from the devices and maps the web
certificate to the default certificate. This commmand also cancels the auto-renewal timers that
are started by the ACME client in the device.

CLI Command

crypto acme client clear

You cannot switch to another certificate for web communication when ACME certificate is
used for web. This is to avoid unnecessary auto-renewals.

View Certificate Status

The ACME operations such as issue, renew and revoke are time-consuming. Therefore, to
know the status of the ACME operations use the following command:

show crypto acme client info box-id <box-id>

Example for Certificate Issuance

show crypto acme client info box-id 4

Box Id 4:

https:

Domain : 10.60.95.2

Cert Name : acme-https.crt
Acme-Server : https://10.115.72.233:8080/acme/acme/directory
First-Issued : 2021/10/11 16:14:46
Next Renewal : 2021/12/10 23:26:47
Expires : 2022/01/09 16:14:48
Renewal Days : System Computed
Last Succesful Renewal : n/a

Last Failed Renewal : n/a

Last Request Status Since Bootup

Domain : 10.60.95.2
Acme-Server : https://10.115.72.233:8080/acme/acme/directory
Request-Status : Success

Type of Request : Issue
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Troubleshooting Scenarios

Use the following table to troubleshoot issue(s) that you might encounter during the
ACME certification process:

Problem Solution

Failure in ACME certification renew/revoke | ¢ Check the device log/GigaVUE-FM events and see if
OperatiOh this is due to Wwrong accou nt reglstratlon.

e Clear the ACME issued certificate and issue a fresh
certificate.

Configuration from GigaVUE-FM GUI

You can configure ACME certification for the devices from GigaVUE-FM GUI or from the
respective device GUI.

¢ Global configuration from the GigaVUE-FM GUI allows you to configure the
ACME certificate for all the devices managed by GigaVUE-FM.

e Configuration of ACME from the devices allows you to configure the ACME certificate for
the specific devices.

NoTE: For global configuration of ACME for devices from GigaVUE-FM,
root/intermediate certificate of CA must be configured in the Trust Store page of
GigaVUE-FM.

Refer to the following GUI screens for details:

o ACME Certificate
o CA List

ACME Configuration in GigaVUE-FM

ACME configuration in GigaVUE-FM is required for the following:

* Web certification of GigaVUE-FM

e Communication between the individual GigaVUE-FM instances in case of High
Availability.

Pre-requisites

The following are the pre-requisites for ACME configuration:
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¢ Only super-admin users and admin users can Issue, Renew, Revoke and Delete
certificates.

* DNS must be configured. GigaVUE-FM and the devices will perform DNS look up for

fetching the DNS name.

e The trust chain of CA authority must be configured in both GigaVUE-FM and devices.

» Root certificate for a CA must be installed as a prerequisite for requesting the certificate.

The following table summarizes about ACME implementation in GigaVUE-FM:

Task

Certificate
Issuance

Description

GigaVUE-FM uses the rootca and
the user specified ACME server
address along with its domain
name or user provided CSR to

download the requested certificate.

After the CA issues the certificate,
GigaVUE-FM:

o Copies the certificate to the HTTPS
certificate path

o Generates cms.pl2 file using the
following command:

openssl pkcsl2 -export -name CMS
-out cms.pl2 -inkey localhost.key
-in localhost.crt -passout
pass:cmsl23

o Uploads the cms.pl2 generated file in
the directory.

NoOTE: Appropriate error message will
be displayed if downloading the
certificate from the CA server times
out. The tomcat and httpd will be
restarted for the new certificates to
take effect.

Refer to...

e To configure the
ACME Server, refer to
Configure ACME

Server for details.
e Refer to Certificate

Issuance section for
details.

Certificate
Renewal

GigaVUE-FM supports both
manual and automatic renewal of
ACME certificates. Renewal of
GigaVUE-FM's web certificate
server certificate is handled as
follows:

Refer to Certificate
Renewal.
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Task Description Refer to...

 Manual Renewal: You can manually
renew the certificate using the domain
name that is used during issuance
phase.

« Automatic Renewal: You can configure
the auto-renewal period during the
certificate Issuance phase. However,
you can modify the renewal days.

NoTE: By default, auto-
renewal is 1/3rd of the
certificate validity period.

o Once the CA renews the
certificate, the device will
replace the certificates in the
certificate path.

« GigaVUE-FM generates the cms.p12 file

and once cms.pl2 is generated, it would
be uploaded in the directory.

NoTE: If downloading the certificate
from the CA server times out,
appropriate error messages will be
displayed. You must retry renewal of the
certificates. The tomcat and httpd will be
restarted for the new certificates to take

effect.
Certificate To revoke a certificate, GigaVUE-FM sends Refer to Certificate
Revocation a signed revocation request indicating the | Revocation.

certificate to be revoked. If the request is
valid, server will revoke the certificate.

NoOTE: The revoke operation will
internally perform a re-issue of new
certificate first and then it will initiate the
revoke of old certificate. If the operation
fails, GigaVUE-FM wiill fall back to default

certificate.
Certificate Once the certificate is deleted, GigaVUE-
Deletion FM will fall back to the default certification

mechanism.

NoTE: If DHCP is enabled in GigaVUE-FM and if the IP address of GigaVUE-FM
changes, you must re-issue the certificate because the manual renewal and revoke
operations will not work. This is because, GigaVUE-FM GUI passes the old IP address
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as the domain name instead of the new IP address during the first manual renew
and revoke after the change in IP address (due to which DNS resolution fails).
Therefore, to re-issue the certificate you must provide the Fully Qualified Domain
Name (FQDN) of the new IP address and issue the new certificate. GigaVUE-FM then
updates the new IP with FQDN in the database and deletes the old entry.
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Trust Store

The SSL Certificate Enhancement feature in GigaVUE-FM ensures secure communication
between GigaVUE-FM and the devices added to GigaVUE-FM. The Trust Store page in
GigaVUE-FM enables security by maintaining a list of certificates provided by the devices. To
add new devices to GigaVUE-FM and to manage the existing devices, you must add the root
CA certificate of the respective devices to the Trust Store.

Click the Enable Secure Access button in the Trust Store page to enable and disable secure
access:

« Ifyou enable security, GigaVUE-FM performs the following:
o Verifies if the root CA certificate of the device is available in GigaVUE-FM.
o Adds the device only if the certificate is signed by an authorized CA.
o Verifies the chain of custom certificates, as required.

» Ifyou disable security, GigaVUE-FM adds the devices without any validation.
IMPORTANT RECOMMENDATION: Prior to adding the certificates to the Trust Store, you
must ensure to do the following:

» Login to the devices and add the private key and certificate of the devices through
CLI/Console into each of the devices.

« Login to GigaVUE-FM and add the private key and certificate of GigaVUE-FM through
CLlI/Console (into GigaVUE-FM).

Use the crypto CLI command for adding the keys and certificates. Refer to the GigaVUE-OS
CLI Reference Guide for detailed information.

To access the Trust Store Page, cIick and select Certificate > Trust Store.

To add a certificate to GigaVUE-FM:
1. Click Add on the Trust Store page. The Add Certificate page appears.
Enter an Alias for the certificate.
Click Choose File to upload the certificate.
Click Add.

I

The certificate is added to the list view.

You can also perform the following operations:

o Filter: Click the Filter button to filter the records based on the selected criteria.
+ Delete: Click Actions > Delete to delete the selected entry.
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e Export: Click the Export button to export all or only the selected records in CSV or XLSX
file format.

Updating Trust Store
With software version 5.12.xx, the default iSSL trust stores have been updated from Mozilla

Firefox. Refer to apps inline-ssl in GigaVUE-OS CLI Reference Guide for more information on
the commands that update or replace trust store.

If you do not wish to upgrade GigaVUE-OS to the software version 5.12. xx, follow the below
instructions on how and where to download the latest Mozilla Firefox trust store, and how to
append their additions to override the default trust store during the update.

GigaVUE-OS Customer Trust Store | Gigamon Trust Store (CC*) Gigamon Trust

VerSion with Custom Certificates Store

Prior 512.00 No action e Fetch replace trust store. e Fetch replace
e Fetch append customer's trust store trust store

with custom certs

With 5.12.00 No action e Fetch reset trust store e Fetch reset
trust store
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GCigaVUE-FM

The ACME client configured in GigaVUE-FM contacts the ACME server to issue, renew,
revoke and delete certificates for the standalone GigaVUE-FM instances or for the GigaVUE-
FM instances that belong to the High Availability group. In case of HA, the ACME operations
must be implemented in each of the GigaVUE-FM instances.

Refer to the following sections for details.

Certificate Issuance

For certificate issuance by the ACME server:

NoTE: Ensure to configure the ACME server before performing these steps.

1. On the left navigation pane, click and select Certificates > GigaVUE-FM. The
GigaVUE-FM page is displayed.

2. Select the IP address of the GigaVUE-FM instance for which you need the certificate to

be issued.
ACME Issue Certificate Q © 4 O

Find Issue Certificates: 10.115.206.105 Save Cancel

SETHDCS IP Address/FQDN Name )
v System
Prefere... ACME Server d v Add ACME Server
SNMP
NeBEL Algorithm RSA-4096 v
IP Reso... Renewal days 2-365 days (i}
Backup...
Images
I Certific...
Email N...

Email S...

3. Click Actions and select Issue. Enter the following details:

Field Description

IP Address/FQDN Name | The |P address or FQDN using which the GigaVUE-FM
instance can be reached externally. If this is not entered,
DNS will be resolved for the selected IP address and
certificate request will be initiated for the resolved FQDN.

NoTEe: This field is optional.

ACME Server Alias The ACME server.

Click Add ACME Server, if the ACME server is not already
added.
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Field Description

NOTE: This is a mandatory field.

Algorithm

The required Algorithm. The default algorithm for GigaVUE-
FM is rsa-4096

NoTEe: This field is optional.

Renewal days

The number of days after which the certificate must be
renewed. The default renewal days is 1/3rd of certificate
validity period.

NoTE: This field is optional.

4. Click OK.

The ACME certificate is added to the list view and the following fields are included in the list:

e Expiry Date
o Certificate Status

e Certificate Request Status

Certificate Renewal

1. On the left navigation pane, click and select Certificates >GigaVUE-FM. The
GigaVUE-FM page is displayed.

2. Select the IP address of the GigaVUE-FM for which you need the certificate to be

renewed.

3. Click Actions and select Renew.

The renewed certificate is downloaded and activated with the new expiry date.

Auto renewal is initiated with respect to the user configured renewal Days. If the user
configured renewal days is invalid or if the user is not configured the renewal days during
issue, Auto renewal will initiate on 1/3rd of cert validity period

Certificate Revocation

To revoke a certificate:

1. On the left navigation pane, cIick and select Certificates >GigaVUE-FM. The
GigaVUE-FM page is displayed.

2. Select the |IP address of the GigaVUE-FM for which you need the certificate to be

revoked.

3. Click Actions and select Revoke.
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Revoke operation in GigaVUE-FM initiates re-issue of new certificate followed by revocation
of the existing certificate. Once the re-issue and revoke operation is successful, the newly
issued ACME certificate will be activated as the Web certificate. If revoke fails, GigaVUE-FM
will fall back to default certification mode.

Certificate Deletion

Click Delete Certificates to delete a certificate. GigaVUE-FM will fall back to the default
certificate process.
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Configure ACME Server
The ACME server page allows you to configure the ACME server details in GigaVUE-FM.

To add a server:

1. On the left navigation pane, cIick and select Certificates > ACME Server. The ACME
Server page is displayed.

Add ACME Server Q S 4 e
Find Add ACME Server oK Cancel
SERTRCS Alias ACME Server 2
v System
Prefere... ACME Server URL
SNMP File Choose File | No file chosen

Node D...
IP Reso...
Backup...
Images

Certific...
Email N...
Email S...

2. Click Actions and select Add Server. Enter or select the following details:

Field Description

Alias Alias name of the ACME server
ACME Server URL ACME Server URL
File Choose the CA file from the required location.

3. Click OK. The server will get added to the list view.
Notes

Refer to the following notes:

* You can add multiple servers to the ACME Server page. However, you can configure only
one server for GigaVUE-FM.

» If GigaVUE-FM uses self-signed certificates, the Certificate Issued field will be set to 'No'".

* You cannot delete a server without deleting the ACME Certificates issued by the server.
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CA List

The CA List page allows you to add the root CA certificate for the devices. You can access the
CA List page from GigaVUE-FM as well the devices:

From Go to Settings > System > Use this for global configuration of all the devices
GigaVUE- Certificate > CA List managed by GigaVUE-FM.

FM

From Go to Inventory > Node > Settings > Use this for configuration of individual devices and
Devices Global Settings > CA List clusters.

To add a CA for all the devices managed by GigaVUE-FM:

1. On the left navigation pane, cIick and select Certificates > CA List.

2. Click Add.
CA List Q & 4o e
Find Add Certificate to the CA List Save Cancel
SETTINGS
*Note: The Changes made here will be applied to all the nodes managed by GigaVUE-FM.
v System
Prefere... Alias
SNMP
Node D... Description Digital Cem’ﬁcate‘
IP Reso...
Backup... Certificate Choose File | No file chosen

Images

I Certific...

3. Select or enter the following details:

Field Description

Alias Alias name of the CA.

Description Description of the CA.

Choose Certificate | Choose the certificate from the desired location.

4. Click Save.

The CA will be added to the list view and displays the following details:

e Alias

e Description

e |Issuer Name
e Algorithm

e Subject Name
e Valid From

e Valid To
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The CA List page allows you to perform the following tasks:

» Delete: To delete a certificate.

 Filter: To filter the certificates based on specific criteria.

» Export: To export the details in the CA List page to a CSV file.
e Audit: To audit the actions performed in the CA List page.
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ACME Certificate

The ACME Certificate page allows you to configure the ACME Server URL, thus enabling you
to perform the following tasks on the devices managed by GigaVUE-FM:

e |ssue and renew certificates
e Delete Certificates
o Audit

You can access the ACME certificate page from GigaVUE-FM as well the devices:

From Go to Settings > System > Certificate | Use this for global configuration of all the
GigaVUE- > ACME Certificate devices managed by GigaVUE-FM

FM

From Go to Inventory > Node > Settings > Global Use this for configuration of individual devices
Devices Settings > ACME Certificate and clusters.

Certificate Issuance

To issue a certificate:

NOTE: You must add the root CA certificate of the ACME server using the CA List
page.

1. On the left navigation pane, cIick and select Certificates > ACME Certificate. The
ACME Certificate page is displayed.

ACME Global Issue Q S 4 e
Find Issue Certificates Save Cancel

SETTINGS Global configurations: Configurations will be pushed to the Nodes running on this GigaVUE-FM.

v System
ACME Server URL
Prefere...

SNMP Algorithm RSA-2048 v @

Node D...
Renewal days 200 o
IP Reso...

Backup...
Images

Certific...
Email N...
Email S...

2. Click Actions and select Issue. Enter or select the following details:

Field Description

ACME Server | The ACME server URL.
URL
NoTE: This field is mandatory.
Algorithm Algorithm. The default algorithm for device in classic mode is rsa-2048.
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Field Description

The default algorithm for device in FIPS mode is prime256v1.

NoOTE: This field is optional.

Renewal Days

The next renewal date. The default renewal days is 1/3rd of the
certificate validity period.

NOTE: This field is optional.

3. Click Save.

The ACME certificate is added to the list view and displays the following details:

Field Description

Cluster Name

The name of the cluster.

Box Id The box identifier of the node for which the certificate is issued.

Domain The domain name, which will be used as subject name as well as subject alternate name
in the certificate.

ACME URL ACME URL

Algorithm Algorithm

Next renewal date

The next renewal data.

Expiry date

The expiry date of the certificate.

Last request
ACME URL

The last request status of the ACME URL.

Last Request Type

The type of request.

Last Request
Status

The type of status.

Certificate Renewal

To renew a certificate:

1. On the left navigation pane, cIick and select Certificates > ACME Certificate. The
ACME Certificate page is displayed.

2. Click Actions and select Renew.

Certificate Deletion

Click Delete Certificate to delete the certificate. The devices will fall back to the default
certificate process.
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Audit

Appropriate events are captured in the Events page for certificates issuance and renewal
process using the ACME client configured in GigaVUE-FM and the devices managed by
GigaVUE-FM. The same is added as audit log.
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Event Notifications

GigaVUE-FM provides powerful email notification capabilities, automatically sending emails
to specified addresses when any of a wide variety of events take place on the node. Gigamon
strongly recommends that you configure this feature so that you have immediate visibility of
the events affecting node health.

Some of these events are detected by GigaVUE-FM and GigaVUE-OS HC Series and

TA Series, and the notifications are forwarded to the Fabric Manager. For a node to be able
to send notifications to the Fabric Manager, the node’'s SNMP notifications must be
configured with the Fabric Manager's IP address. For information about adding a
destination for SNMP notifications, refer to Configuring SNMP Notifications in GigaVUE-OS
CLI Reference Guide.

Notes

» Before configuring the notifications, ensure to configure the Email Server and send a test
email for confirmation. Refer to Email Servers.

« When upgrading from earlier versions, the notification tasks are migrated as follows:

Upgrade Path Task Status after Migration

From 5.11.00 to 5.13.00 Instant notification tasks are migrated as one task per user.

From 5.12.00 to 5.13.00 » Instant notification tasks are migrated as one task per
user.

« Batch notification tasks are migrated as one task per
user and the tasks will be in disabled state. You must
enable the tasks for notification.

Configure Email Notifications
To configure the email notification of events:

On the left navigation pane, click B and select System > Event Notifications. The following
pages appear:

» Notifications: Use to configure automatic email notification schedule for the events.

» Permitted Recipients: Use to configure the recipient email addresses and domain
names.

« Configuration: Use to configure the event notification and data notification interfaces.

* SNMP Server: Use to configure the receivers for SNMP Trap notifications sent from the
GigaVUE-FM.

Refer to the following sections for details:
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» Event Notifications
e Permitted Recipients
o Configure SNMP Traps Notification

Event Notifications

The Event Notifications page allows you to schedule the notification of events to the users,
either as:

* Instant: Events will be notified instantly.
» Digest: Events generated within a pre-defined time interval will be consolidated into a

batch and sent as a single email.
« SNMP Trap: Events generated within a pre-defined time interval will be consolidated into

a batch and sent as a single email.

You can schedule notifications for :

» single events or a collection of events consolidated into templates.
 multiple users or domains, by adding the email addresses or domain names to the
Permitted Recipients page.

To add a new schedule:

1. select B > System > Event Notifications > Notifications.
2. Click New. Enter the following details:

Field Description

Overview

Name The name of the notification

Description A brief description about the notification
Notification Type | Select as Instant or Digest

For Batch Notification:

Field Description

Overview

The email subject prefix for the email notifications sent to the user. You can key in a
maximum of 12 characters. The default prefix is 'GVFM-Events'. The email prefix is

added to both instant and digest emails.

Email Subject
Prefix
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Field Description

Frequency The frequency of the schedule. The following frequencies are available:
« Minutes: 15, 30
e Hours: 1,2, 3, 4,6,8, and 12

« Daily: For daily schedule, configure the required time, which is the local time of the
GigaVUE-FM instance.

If No Events | |f there are no events triggered, you can choose to:

Occur .
¢ Send Email Anyway
« Don't Send Email
Enable Enable or disable the schedule for sending batch notifications.
NoOTE: You can enable a maximum of 20 schedules at a time. ’
Include Enable this to include the attachment in the email.
Attachment
NOTE: The size of the attachment can vary from O to 5000. ’

For Instant Notifications:

Field Description
Overview

Email The email subject prefix for the email notifications sent to the user. You can key in a
Subject maximum of 12 characters. The default prefix is 'GVFM-Events'. The email prefix is added to
Prefix both instant and digest emails.

Rate The number of events that will be sent in a defined time. The rate limit
Limit configuration is applicable globally for all the schedulers.

The valid range is between 1and 20, and the default value is 10.

3. Configure the following:

Description

Option Refer to..
Tags Get notified about the events based on the tags (both RBAC and Tags
Aggregation tags)

Recipients Add the email address of the recipients or the domain names Recipients
Events List of events for which the notification should be sent. Events

For SNMP Trap

To enable SNMP Trap notifications:
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1. select B > System > Event Notifications > Notifications.
2. Click New. Enter the following details:

Field Description

Overview
Name The name of the notification
Description A brief description about the notification
Notification SNMP Trap
type
External Trap Select the Trap Receiver from the drop-down list. To add a new trap receiver refer to
Receiver Configure SNMP Traps Notification
Events List of events for which the notification should be sent. Refer to Events
Tags

Tags option allows you to get notified about the events depending on the tags assigned.
This includes the subscribed events with resource type as taggable and meets the tag
condition, and the events for non-taggable resources.

Tag type can be access-control or aggregation tag type, based on which the events will be
notified.

To add tags:

1. Click the + symbol under tags. The Add Tags dialog box appears.
2. Select the required TagKey and the associated Tag Values.
3. Click Add Tag(s).

Refer to the Tags section in the GigaVUE Administration Guide for details.

Recipients

The Recipients option allows you to add the email addresses of the recipients or the domain

names to send the scheduled notifications. The email recipients must already be added to
the Permitted Recipients page. Refer to the Permitted Recipients section for details.
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Events

The Events option allows you to add the events for which the notification is to be scheduled.
To add Events to the notification, you can:

1. Choose a pre-defined template category. All related events are grouped in the
respective category types. The following template types are available:
e |P Interface Events
e License Events
e GigaSMART Events
» Card Events
e Trap Events
* Node Events
e Port Events
» Chassis Events
e Cluster Events
e Configuration Events
2. Add new event or events. Click Add Event and enter the following details:
» Scope: Scope of the events to be notified, such as Physical Node, Inline, etc.
» Sub Type: Type of events based on the scope selected.
» Event: List of individual events under the sub type.
» Severity: Severity level of the events that need to be notified.
3. Click Add Event(s). The events will be added to the Events section.

NoTE: Click Clear All Events to clear all the events. Use the Delete option to
delete specific events.

Buttons

The Scheduler page has the following buttons:

Button Description

Actions Use the Actions button to perform the following operations:

« Enable: Enable multiple digest notifications
« Disable: Disable multiple digest notifications

o Clone: To clone an existing notification. Enter a new name and description for the cloned
notification. You can also edit other fields, as required.
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« Edit/Delete: To edit and delete the existing notifications.

Filter Use the Filter button to filter the notifications based on the following criteria:

o Task Name
+ Type

« Events

e Recipients

o Tags

Export Use to export the notifications.

Refer to the following image for sample digest notification configuration:

Event Notifications Permitted Recipients ~ Email Server  SNMP Server  Configuration

Find < Edit Notification Cancel Apply
SETTINGS .
Overview
v System
Preferences Name *
SNMP

Packet Errors and Drops
Notify License Expiry
GigaStream Imbalance Description (optional)

Port Discovery

Node Details
IP Resolver
Notification Type * Instant v
Backup/Restore
Images
Certificates Email Subject Prefix * Licenses
Event Notifications
External Data Server
Rate Limit 10 @
Licenses
Logs
Storage Management
Recipients
Reports
> Tasks Recipients List* Lrithika leelaraman@gigamon.com X - (@ Enterthe email IDs separated by comma.
> Authentication -
High Availability 4 »
Tags

Permitted Recipients

The Permitted Recipients page displays the list of email addresses/domain names along
with the notifications subscribed for that email address.

From the Permitted Recipients page, you can add the email addresses of the recipients or
the domains to which the notifications must be scheduled and sent. To add the email
addresses/domain name:
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1. select B > System > Event Notifications > Permitted Recipients.

2. Click New. In the Add Permitted Recipients dialog that appears enter the following
details:

» Type: Can either be email or Domain.

e Address: Email address or the domain name.

» Alias: Alias for the email address or domain name
3. Click Save.

NOTE: You can add permitted recipients only if you are a user with read-write access
to the FM security Management category.

To filter the email addresses/domain:

1. Click Filter.
2. Select the required combination of Type, Address or Alias.
3. Click Apply Filter.

Use the Clear button to clear the existing filters.

You can also:

» Delete the email addresses/domain: Select the required records, click Actions > Delete.

» Export the records in the Permitted Recipients page in CSV or XLSX format, use the
Export/Export All buttons.

Email Format

The email subject will have the configured prefix together with the severity details of the
events generated over a period of time. Use the email subject prefix to filter the event
notification emails.

In case of email digest, the email body has the following format:

¢ Summary table: Lists the events based on the severity details of the events.

» Event digest table: Provides a detailed breakup of the top ten events in terms of the
severity, event type, source, hostname, entity type, entity id and number of occurrences.

Click on the links provided in the email:

e |f you are already logged in to GigaVUE-FM, you will be navigated to the Events page with
the applied filters.
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» If you have not already logged into GigaVUE-FM, you will be navigated to the login page.
Login to access the Events page with the applied filters.

NoTE: The list of events displayed in the Events page depends on your user role and
access rights. Refer to the Events section for details.

Based on the Include Attachment configuration, an event digest attachment is also
included in the email.

The email and the attachment also has hyperlink that will navigate you back to the
Scheduler table in the GigaVUE-FM GUI from where you can create/edit/delete/view

schedulers and also update the permitted recipients.
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Configure SNMP Traps Notification

GigaVUE-FM sends SNMP Trap notification for the GigaVUE-FM events such as Image
Upgrade Status, Backup operation Status to the configured SNMP trap receivers. GigaVUE-
FM sends SNMP v2c/v3 trap notifications to specified receivers.

NOTE: You can configure a maximum of 10 SNMP receivers.

Configuring SNMP traps notification consists of the following steps:
« Configure Notification Receivers
« Enable SNMP Trap and Events

Configure Notification Receivers

To configure a notification receiver and enable the SNMP sever, do the following:
1. Select Settings > Event Notification > SNMP Server.
2. Click Add. The Add SNMP Server dialog appears.

Configure the notification receivers by doing the following:
a. Enter the alias name of the SNMP server.
a. Enter the IP address of the trap receivers in the Hostname / IP Address field.

b. Click in the SNMP Version field and select v2c or v3 from the drop-down list.

If you select v3, you should enter the User Name and select any of the following
Security Level in the drop-down list:
noAuthNoPriv — Does not provide authentication or encryption.

AuthNoPriv - Provides authentication but does not provide encryption. When
you select this security level, you should also select the required Authentication
protocol and should also provide its password.

AuthPriv - Provides both authentication and encryption. When you select this
security level, you should also select the required Authentication and Encryption
protocols, and should also provide their passwords.

The following table provides information about the field or fields that should be
selected for the above mentioned security levels:

Security Level Auth Protocol and Auth Password ::: z:::\c,::rl:nd
noAuthNoPriv No No
AuthNoPriv Yes. No
AuthPriv Yes ves
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c. Enter the server port number in the SNMP Port field. The default port number is
162.

d. Enter the community string in the Community field for SNMP Version v2c. For
example, public.

4. Click Ok.
SNMP server details is added to the list view.

The SNMP Server page has the following buttons:

Button Description

Add Use to add SNMP server details.
Filter Use to filter the SNMP Server based on the selected criteria.
Actions Use the Actions button to perform the following operations:

e Clone: To clone an existing SNMP server. Enter a new name for the cloned
SNMP server. You can also edit other fields, as required.

« Edit/Delete: To edit and delete the existing notifications.

Export/Export Use to export the SNMP server details in CSV or XLSX format.
All

Validate SNMP Receiver Configuration

To validate the SNMP Receiver Configuration, do the following:
1. Select Settings > Event Notification > SNMP Server.

2. Select the receiver and clickSend Test SNMP Trap to send a test trap to the selected
SNMP receiver.

Enable SNMP Trap and Events

To enable events for SNMP Server Trap notifications, refer to Event Notifications
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Configuration Settings

When a node is added, GigaVUE-FM registers itself as follows:

» Notification target for SNMP Traps, Events and Syslog
* Meta data exporter in case of the Application Filtering Intelligence solution

By default, ethO IP of GigaVUE-FM is used as the target address.

NOTE: Traps, events and Syslogs will not be received by GigaVUE-FM when ethO IP is
registered as target address in the following cases:

o Either GigaVUE-FM is behind NAT, or the node being added is behind NAT or both.

o Cloud deployment such as AWS: If AWS and customer infrastructure are isolated,
then nodes in the customer infrastructure will not be able to reach GigaVUE-FM via
ethO. Public IP of GigaVUE-FM must be used to register the target address.

Traffic received in GigaVUE-FM can be of the following two types:

 Management Traffic
e Data Traffic

Using the Configuration page you can configure any other interface as the default interface.
To do this:

1.  On the left navigation pane, cIick and select System > Event Notifications >
Configuration.

2. Enter the following details:

Field Description

Events Notification Interface | Used for receiving SNMP traps, events, syslogs, etc.

Data Notification Interface Used for receiving application metadata from devices.

For both the interfaces, you can choose one of the following options:

» Target Address: Specify the Fully Qualified Domain Name of GigaVUE-FM or static IP like
public IP (AWS)

* Interface Name: Choose the interface that should be used while registering GigaVUE-FM
as a notification address

3. Click Save to save the configuration.
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Email Servers

Use the Email Servers page to configure the Email hosts for sending notification emails. To
access the Email Servers page:

1. On the left navigation pane, cIick and select System > Event Notifications > Email
Servers.

2. Click the Configure button on the Email Server page to open the configuration page.

The following table describes the fields on the Configure Email Server page.

Field Description

Enable SMTP The user’s credentials are used for SMTP authentication when this option is selected. When
Authentication the option is not selected, SMTP authentication is disabled.
Email Host The email server to be used for sending notification emails.
Username The user name to login to the email server.
Password The password for the user name.
From Email The address you want to have show up in the From field of the notification emails.
Port If SMTP authentication is enabled, port is set to 587 by default.
If SMTP authentication is disabled, port is set to 25 by default.

Send Test Email

The Send Test Email button in the Email Server page is used to send a test email to the
email address before adding it to the Permitted Recipients page.

NoTE: The Send Test Email button is enabled only when the email host is
configured.

You can also:

e Reset the email server: use the Reset button
o Export the email server details in CSV or XLSX format: use the Export/Export All buttons.
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Export Data to External Data Server

GigaVUE-FM allows you to export statistical data from GigaVUE-FM to an external data
server for analysis and visualization. The following data is exported from GigaVUE-FM
(including the tags associated with the ports and maps) to an external data server:

e Port Statistics
e Map Statistics
* Map Rule Statistics

Rules, Notes and Limitations

Refer to the following rules and notes:

* You must be a user with write access to the FM Security Management category to
configure an external data server. To view the external data server details, you must be a
user with read access to the FM Security Management category.

¢ You can configure only one external data server at a time.
« KAFKA is the only message broker supported.

* An eventis triggered every 5 minutes if there is a failure in sending of stats from
GigaVUE-FM.

Configure External Data Server
Pre-requisite: The port that is configured must be open in the external data server.

To configure an external data server:

1. On the left navigation pane, cIick and select System > External Data Server.
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2. Click Add.
< Add External Server @ .:r:e:ast.yHostname/ IP Address, Port should not be X Cancel Ok
Alias * test
Message Broker * KAFKA v
IP Address / Hostname * 10.115.210.249
Port * 9092
Authentication Type * PASSWORD_AUTH v

3. Select or enter the following details, as required.

Field Description

Alias Name Alias name of the external data server.

Message Broker | Message broker used by the external data server. KAFKA is the only
supported message broker. KAFKA Client version used in GigaVUE-FM is
320

1Use KAFKA receiver compatible with the mentioned version.
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Field Description

IP address/Host
name of the
external server

IP address/host name of the external data server.

Port

Port number on which the external data server is listening. The default port is
9092.

Authentication
Type

The authentication type used by the external data server. Can
be either:

¢ NO_AUTH: This is the default.

« PASSWORD_AUTH: If you select this, you must enter the user name and
password configured on the external data server.

NoTE: PASSWORD_AUTH in GigaVUE-FM relates to the
SASL_PLAINTEXT option in the KAFKA configuration,
where in the SASL_PLAINTEXT is used as the security
protocol along with the username and password details.

4. Click Save to save the configuration.

Up on successful configuration, for every stats cycle, the following statistical data is sent to
the external data server.

e Port
e Map
e Maprule

Use the following buttons to manage the external data server details.

Button Description

Validate Use to validate the external data server after adding the external server details
Server in GigaVUE-FM:

o Upon successful validation, the following message pops-up: Successfully sent the test
message to the selected Kafka server

o Upon failure of validation, the following message pops-up: Unable to send message via the
configured Kafka broker

Add Use to add an external data server.

Actions Use the actions drop-down to perform the following actions:

o Edit: Edit the external data server details.

« Delete: Delete the external data server details.
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Licenses

The Licenses page lets you review and apply licenses for the following components:
. GigaVUE-FM and GigaVUE-VM nodes using the FM/Cloud tab
» Devices managed by GigaVUE-FM using the Node Locked tab
« Card assignments for the licenses can be viewed in the Floating tab

This section describes how to use the GigaVUE-FM licensing interface to manage your

GigaVUE-FM licenses and your node-application license assignments.

In this section:

GigaVUE-FM License SMART License | Node License
Activate a GigaVUE-FM Activate Licenses | GigaVUE-OS and GigaVUE-OS Module
License License
Add a GigaVUE-FM License | Floating
Delete a GigaVUE-FM
License
Settings

Expiry

Licensing.

NoTE: For information about GigaVUE-FM licensing options, refer to GigaVUE-FM
Licensing. For information about GigaSMART licensing options, refer to GigaSMART
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GCigaVUE-FM License
To access the GigaVUE-FM license(s) page:

On the left navigation pane, cIick , and select System > Licenses > FM/Cloud Licenses.

Licenses FM/Cloud Node Locked Floating Volume Usage Expiry Settings
Challenge MAC : 00:50:56:9b:a7:65
GigaVUE-FM License : Prime - Licensed for 200 nodes
GigaVUE Cloud Suite for VM License : Active - Licensed for 1 GigaWUE-VM Nodes
GigaVUE Cloud Suite for NSX-T License :
GigaVUE Cloud Suite for OpenStack License : Licensed for 10 Virtual Tap Points

GigaVUE Cloud Suite for Kubernetes License :
GigaVUE Cloud Suite for Nutanix License :
GigaVUE Cloud Suite for AWS License :
GigaVUE Cloud Suite for Azure License :
GigaVUE Cloud Suite for AnyCloud License:

[l License Key Description State Expiration Date @
O LK2-GFM0000-438A-1B9P-9U54-13HW-15E... GFM-FMOQO0O: GigaVUE-FM Prime Edition, mana... ) Active
Gotopage: 1 hd of 1 Total Records: 1

You can activate and delete GigaVUE-FM licenses from this page.

NoTE: If you use the GigaVUE-FM CLI command show license, the command may
show an active Prime license as unrecognized.

Activate a GigaVUE-FM License

To activate the license, do the following:

1. Get the MAC address for your instance of GigaVUE-FM. On the left navigation pane,
click and select About to get the MAC address. The address is in the MAC Address
field. Note the address for the next steps.

2. Goto System > Licenses > Fabric Manager/Cloud Licenses and click Activate
License.
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Activate your license

In order to actlvate your license, follow the steps below

1 | Download this inventory (json) file, which contains
everything we need to know about your GigaVUE-FM.

Download Fabric Inventory (json)

7 | Upload the above file to your Gigamon license portal, after
choosing a 5KU to activate in the portal.

3 | After uploading the inventory (json) file, the license portal
will provide you with a license key. Proceed to the Add FM
License page to manually activate your license.

Cancel

3. Follow the instructions on the screen to activate your licenses. In these next steps you
will:

o Download the fabric inventory (,json) file from GigaVUE-FM. For the details available
in the fabric inventory file, refer to Fabric Inventory File.

o Gotothe Gigamon license portal and find the license you want to activate and
complete the three screens to activate your license. On the second screen, you will
be prompted to upload the fabric inventory (json) file.

o After activating the license, record the license key or keys.

o Return to GigaVUE-FM and add the additional GigaVUE-FM licenses.

NOTE: To access the Gigamon license portal, directly, you can go to Licensing
Portal.
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Licensing Portal

GigaVUE-OS | GigaVUE-FMAMM | Search

Generate License

Generate License

Company Name*

First Name*

Last Name™

Email Address” user@your_company.com
Verify Email Address®

Phone Number

Street Name 11 Wall Street

City / Zip Code Mew York 10005

State / Country NY Select Country ||
GIK®

MAC Address*
EX. 00:00:00:00:00:00 +

For multiple GlKs
use the '+ button.

CAPTCHA
“fou must Verify “‘ﬁ
before Validating —

Validate
Figure 25 Gigamon Licensing Portal
4. Use the filter options on the Gigamon license portal to find the license

To find already purchased but inactive licenses, select “inactive” under the View by
filter, and then enter any known value in any of the filters at the top of each column,
such as the EID or SKU.

Administer GigaVUE-FM
System 207



GigaVUE Administration Guide

The last three columns are frozen so they will always be visible even when you resize
the page:

¢ Quantity

e Status

e License Key

NOTE: To view licenses for GigaVUE-FM and GigaVUE-OS TA Series port
enablement or clustering, or for GigaSMART licenses for GigaVUE-FM and
GigaVUE-OS H Series nodes, click the Licenses > Node View tab. You can also
still log in to the CLI for that node to apply the licenses.

5. After you have obtained the license key, follow the steps described in Add a
GigaVUE-FM License.

Fabric Inventory File
The Fabric Inventory file contains inventory of all physical nodes connected to GigaVUE-FM,

GigaSMART cards within the nodes, and license information of each of the GigaSMART cards.
Refer to the following tables for details:

NoTE: The file is encrypted to prevent unauthorized use. However, you can obtain an
unencrypted version of the inventory information (in JISON format) using the
following API: https://<fm-IP>/api/v1.3/licensing/inventory.

For GigaVUE-FM

The Virtual MAC address of GigaVUE-FM (the primary GigaVUE-FMs MAC address in a HA group)

Software version of GigaVUE-FM

Time of report creation

List of cards from which all license keys have been revoked (possibly because of card RMA)

List of GigaVUE-FM license keys that have been revoked

For each of the devices connected to GigaVUE-FM

Serial number of the chassis

|P address

Host name

The model of the chassis (HC1 etc)

Name of the chassis cluster to which it belongs

The version of software running on the device

Whether the device is healthy

Information about all GigaSMART cards
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For each GigaSMART Card

Serial Number of the card

Slot number in the chassis where the card is inserted

The type of card

Whether the card is healthy (operational etc.)

For each GigaSMART Card, the following information about all the license keys that are added on the

card is collected:

License SKU

License start date

License end date

Encoded license key

Add a GigaVUE-FM License

To add a license to GigaVUE-FM, do the following:
1. Activate a license key as described in Activate a GigaVUE-FM License.
On the left navigation pane, cIick in GigaVUE-FM .
Go to System > Licenses > FM/Cloud (Fabric Manager/Cloud).
Click Activate License.

Click the “Add FM License” link. The Add License page is displayed.

U NI

Enter the license key in the License Key field.
To add more than one license, click the + button to add additional License Key field.
7. Click Save.

The license and its description is added to the Licenses page.

Delete a GigaVUE-FM License

To delete a license, do the following:

pam—

On the left navigation pane, click..

2. Go to System > Licenses > Fabric Manager/Cloud.
3. On the Licenses page, select the license key for the license you want to delete.
4. Click Delete to remove the license.
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Activate Licenses

Use the steps described below to activate the following types of licenses:

* SMART License
* GigaVUE-OS License
¢ GigaVUE-OS Module License

To activate or find the license or licenses, do the following:

1.
2.

On the left navigation pane, cIick..
Go to System > Licenses >Floating. Click Activated.

You can use this page to access the Gigamon license portal where you can activate
licenses. You can then use this page to assign the active licenses to the devices.

Click Activate Licenses > With License Portal:

Activate Licenses = Fil

|
With License Portal

With License Key @ -_,

4.

Follow the instructions on the screen to activate your licenses.

Activate your licenses

In order to actlvate your licenses, follow the steps below

1 | Download this inventory (json) file, which contains everything we need to
know about your GigaVUE-FM.

Download inventory (.json)

7 | Upload the above file to your Gigamon license portal, after choosing a
SKU to activate in the portal.

3 | After uploading the inventory (json) file, the license portal will provide
you with a license activation (lic) file. Import that file here.

Import license (lic)
Cance! Continue

N

In these next steps you will:
o Download the fabric inventory (,json) file from GigaVUE-FM.
o Gotothe Gigamon license portal and find license you want to activate and

complete the three screens to activate your license. On the second screen, you will

be prompted to upload the fabric inventory (json) file.

o After activating the license, you can download the license (.lic) files or record the

license key or keys.
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o Return to GigaVUE-FM to assign the licenses to specific nodes.

Click Download Inventory to download your GigaVUE-FM inventory (in a *json file).
Note the location. You will upload this file to the license portal in a subsequent step.

Click the Gigamon Licensing portal link).

NOTE: To access the Gigamon license portal, directly, you can go to the
Licensing Portal at https://licensing.gigamon.com.

Licenses

filter options Click link to initiate
View by { Inactive V] — activation steps
. All - . . . =
Activat. Activated Description Order...  SKU Type Eid Lice... | Qu... Status Lic. ...} | =
SMTx
Mode-Locked

Floating Application Filtering... | Internal | SMT-..  none INT19... 2019...‘ 11 Inactive Activate *

GigaSMART, GigaV... Intemal SMT-... none INT19... 2019... 11 Inactive Activate

Figure 26 Filtering in Gigamon Licensing Portal

7. Use the filter options on the Gigamon license portal to find the license

Filter for the licenses you wish to activate using the View by options and entering a
value in any of the filter boxes at the top of each column. For example:

To find purchased but inactive licenses, for example, select “inactive” under the View
by filter, and then enter any known value in any of the filters at the top of each column,
such as the EID or SKU.

The last three columns are frozen so they will always be visible even when you resize
the page: Quantity, Status, and License Key.

Click the Activate link in the Lic. Key the license activation file (.lic). You can follow the
on-screen instruction to complete the forms.

Activation Method:

o When asked if you use GigaVUE-FM, select Yes. The option to upload your Fabric
Inventory will appear.

o Click Choose File to upload the Fabric Inventory (,json) file that you just downloaded
from GigaVUE-FM.

o Details about the uploaded file will appear. Click Continue.

Activation Quantity: Complete the relevant fields in each row. When the form is
complete, click Review to proceed.
o Type: select Node-Locked or Floating

Node-Locked is for licenses that are locked to a specific node. All pre-5.7 licenses
are node-locked.

Floating licenses allow you to move licenses from one node to another as
needed to support your network configuration. Floating licenses are newly
available with GigaVUE-FM and GigaVUE-OS-5.7.

o Version: The portal supports licenses that were purchased pre-5.7 and post-5.7.

Administer GigaVUE-FM
System

211


https://licensing.gigamon.com/
https://licensing.gigamon.com/

GigaVUE Administration Guide

o Device Locked to:
If your license is locked to a device, enter the device IP here.

If your license is floating, enter the Challenge MAC address for your GigaVUE-FM
here.

o Qty: specify the quantity of this license that you wish to activate

o Action: Use the +/- action buttons to add or remove items.

Review:

o Review the licenses you are about to activate.

o When ready, click Activate to complete the activation.

o When done, click All Licenses to return to the main view of the licensing portal.
Licenses:

o From the Licenses main view, click the Download link under the Lic. Key column on
the row of an activated license to download the active license.

o Limitation: This license file download only works for post-GigaVUE-FM-5.7 licenses.

9. Return to GigaVUE-FM, log in as an administrator, and return to the license activation
screen.

Click the gear icon, then navigate to System > Licenses Activation View > With
License Portal and complete the activation by importing the downloaded
License (.lic) files.

Or, navigate to System > Licenses Activation View > With License Key and
complete the activation by entering the license key.

10. Click Import license (.lic) and use your file explorer to find and open the license file.

NOTE: Please contact technical support team for assistance.
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GigaVUE-OS and GigaVUE-OS Module License
GigaVUE-OS License and GigaVUE-OS Module License

Starting in software version 5.12.00, Gigamon hardware devices can be manufactured with or
without a software license:

License Type Supported Platforms

Fully licensed devices Provisioned with both hardware and software licenses.

(integrated devices) Software license is a perpetual license.

Hardware-only licensed Provisioned with only the hardware license. Need additional software
devices (suffixed with "-HW" licenses for the device to be fully operational.

in the hardware type)

The following software licenses must be installed in the hardware-only licensed devices for
the chassis and the modules to be active and operational:

e GigaVUE-OS License.
¢ GigaVUE-OS Module License.

NoTE: GigaVUE-OS and GigaVUE-OS Module licenses support both Term and
Perpetual licensing.

Supported Hardware Devices

The following table shows the licenses applicable for the GigaVUE HC series and TA series
devices and their behavior during the grace period! and expiry of the license.

1Grace period for GigaVUE-OS and GigaVUE-OS Module license is 45 days.
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License Type | Supported Installation of | Uninstallation/Expiry of | Grace Period
Platforms License License Behavior
GigaVUE-OS e GigaVUE- e Chassiswill be | e Allthe modules exceptthe | Existing traffic
License HC1/HCIP operationally up CC cards will be in flow will be
e GigaVUE-HC2 and active. shutdown state. unaffected. No
e GigaVUE-HC3 e You cannot bring the cards | traffic-based
up through CLI or GigaVUE- | configurations
FM until the licenses are (map
renewed. configurations)
e GigaVUE- e Default ports e All ports in the device will are allowed.
TA25 will be up and go to inactive state.
e GigaVUE- active. e Port level configurations
TA25E e Non-default (such as, admin enable, port
e GigaVUE- ports (Pseudo type change) are not
TA100 slot) will require allowed until licenses are
e GigaVUE- appropriate renewed.
TA200 port license.
e GigaVUE-
TA200E
e GigaVUE-
TA400
e GigaVUE-TAIO
e GigaVUE-
TA40
GigaVUE-OS e GigaVUE- e Portswillbeup |e Portswill bein inactive Existing traffic
Module HCI/HCIP and active. state. flow will be
. e GigaVUE-HC2 e Port level configurations unaffected.
License

e GigaVUE-HC3

(such as, admin enable, port
type change) are not
allowed until licenses are
renewed.

NoTe: The GigaVUE-HCI-
X12G4 card does not require
a separate module license.
The GigaVUE-OS license is
used to bring up / down the
card.

Traffic-based
configurations
(map
configurations)
specific to the
module are not
allowed.

Appropriate banner notifications will be displayed on expiry of licenses and also
during the grace period.

The GTAP/Dell platforms do not support GigaVUE-OS and GigaVUE-OS Module
License. The GigaVUE TA Series devices do not support GigaVUE-OS Module license.
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The following table provides additional details on the dependency between the chassis and
the modules types for software version 5.12.00 and above (for the GigaVUE H Series devices):

Chassis License Type

Chassis with Hardware only
license

Module License Type

Module with Hardware only
license

Dependency

GigaVUE-OS license and GigaVUE-OS
Module license are required for the
chassis and the modules to be
operationally up and active.

Chassis with integrated
license

Module with integrated
license

No license requirement for chassis and
module to be operationally up.

Chassis with
Hardware only license

Module with
integrated license

GigaVUE-OS license is required for the
modules to be operationally up.

No license requirement for the ports.

Chassis with
integrated license

Module with
Hardware only license

GigaVUE-OS Module license is required
for the ports to be in active state.

No license requirement for the chassis.

If the GigaVUE-OS Module license expires on the BPS card, physical bypass is enabled on
all protected inline-networks in the card, allowing traffic to be physically bypassed when

licenses are expired.

Rules and Notes

e For OOB clusters, it is recommended to install license for all the nodes from the leader.

e For Inband clusters, GigaVUE-OS and GigaVUE-OS module licenses (as applicable) must
be installed in the individual nodes before the cluster is formed.

e On expiry of the GigaVUE-OS or GigaVUE-OS Module licenses:
* Inband cluster will break.

e Logical inline traffic flows will get affected.
® config switch-to will fail.
« Switching to FIPS/Crypto Mode will fail

NoTE: Renew the licenses for the above functionality/commands to work.
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Install GigaVUE-OS and GigaVUE-OS Module license

Use the 1icense cOmmand to install the GigaVUE-OS and GigaVUE-OS Module license:

For example: To install the GigaVUE-OS license:

(config) # license install box 1 key LK2-GVOS—* XXX A XXX A& A& Ak dd koo ook

RAIRAIR b QUL b (b (b D b RS M b b b NS o (R TR Y

— Kk Kk Kk k%

NOTE: Execute the Write Memory command after installing the license.

To verify that the GigaVUE-OS license is installed:

show license

Box 2
Slot Feature Parameters Start Date Expiration Date
1 GVOS-module - Never

Chassis-Feature Parameters Start Date Expiration Date

GVOS - 2021/02/22 Never

To verify that the cards and ports are operationally up:
show card
Box ID: 2

Slot Config Oper Status HW Type Product Code
HW Rev PowerReq PowerPriority

ccl yes up HC3-Main-Board 132-00DR
1.0-00 N/A N/A

1 yes up PRT-HC3-X24-HW 132-00DY
1.0-0 60 1
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2 yes up PRT-HC3-C08Q08 132-00DW 1DW0-2001
1.0-0 160 2
3 yes up (unlicensed) SMT-HC3-CO5-HW 132-00DX 1DX0-1005
1.0-0 200 3
4 yes up (unlicensed) PRT-HC3-C08Q08-HW 132-00DW 1DW0-2002
1.0-0 160 4

The above show card output indicates the following:

¢ GigaVUE-OS license is installed for the chassis: ccl is displayed as licensed.

¢ GigaVUE-OS Module license is installed for Module 1: Module 1 is displayed as licensed.

« Module 2 (PRT-HC3-C08QO08) is displayed as licensed, since it has the integrated license.
e The rest of the modules are displayed as unlicensed (highlighted in gray).

NoTE: To assign GigaVUE-OS and GigaVUE-OS Module licenses from GUI Refer to
Activate Licenses

Troubleshooting Scenarios

Use the following table to troubleshoot issues that you might encounter on expiry of the
GCigaVUE-OS and GigaVUE-OS Module licenses.

Problem Solution

On expiry of the GigaVUE-OS Module
license, installing the new term license or
perpetual license will not move the ports
to active state.

e Uninstall the new license and re-install it.

e Execute the write memory cOmmand after
installing the license.

GigaVUE TA Series devices:

On expiry of the GigaVUE-OS license,
installing the new term license or
perpetual license will not bring up the
cards.

e Uninstall the new license and re-install it.

e Execute the write memory cOmmand after
installing the license.

GigaVUE HC Series devices:

On expiry of the GigaVUE-OS license,
installing the new term license or
perpetual license will not bring up the
cards.

e Execute the no card slot <slot number> down
command for all the cards.

» |f the problem persists, uninstall the new
license and re-install it.

e Execute the write memory cCOmmand after
installing the license.
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Problem Solution

During new cluster formation or adding a
node to a cluster, the leader does not
detect member nodes license that have
been installed before the cluster
formation.

Install the member nodes license once
again from the leader after the cluster is
formed.

If the problem persists, uninstall the new
license and re-install it.

Execute the write memory cCOMmmand.
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Floating

The Floating page displays the license details of floating licenses. This page has the following
three tabs:

» Activated: The Activated tab displays the list of active licenses. You can activate and
replace licenses from this page. To activate a license, refer to Activate Licenses

» Deactivated: The Deactivated tab displays the list of deactivated licenses.

» Missing : The Missing tab displays the list of GigaVUE-OS and GigaVUE-OS module
licenses that are missing or not installed on a particular chassis or card.

Licenses FM/Cloud Node Locked Floating Volume Usage Expiry Settings

Activated Deactivated Missing

GigaVUE-OS modaule license missing on 6 cards:
e Cluster mughil, Box id 1, Slot 2, Serial number 1DW0-2001
e Cluster mughil, Box id 1, Slot 3, Serial number 1DX0-1005
e Cluster mughil, Box id 1, Slot 4, Serial number 1DW0-2002
e Cluster mughil, Box id 2, Slot 2, Serial number 1DW0-2001
e Cluster mughil, Box id 2, Slot 3, Serial number 1DX0-1005

e Cluster mughil, Box id 2, Slot 4, Serial number 1DW0-2002

Delete Default Trial Licenses

GigaVUE-FM allows you to deactivate the default trial licenses from this page. To deactivate
the license:

1.  On the left navigation pane, cIick..
2. Go to System > Licenses >Floating. Click Activated.
3. Click Deactivate > Default Trial VBL.

The VBL trial licenses is deactivated and is no longer be listed in the Activated page.
However, you can view these deactivated licenses from the Deactivated page.
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Settings

The Settings page allows you to configure the settings for event notifications and emails.
Click the Edit button on the top right corner of the page to configure the following:

Table 4: Configure License settings

Field Description

Volume Usage Event Notification Enable this to receive a notification when daily volume
usage exceeds the threshold.

Configure the required threshold level for volume usage.

License Expiry Event Notifications Enable this to receive a notification when license is within 90 days of
expiry or has expired.

Email Server Configured Configure the email server for receiving emails. Click on the link to
navigate to the Email Servers page.

Email Recipients for Volume Usage | Enter the email recipients for receiving volume usage reports.
Reports

Email Recipients for License Expiry | Enter the email recipients for license expiry notifications.
Notifications

Licenses FM/Cloud Node Locked Floating Volume Usage Expiry Settings

Edit

Volume Usage Event Notification: @

Status On
Threshold 100%

License Expiry Event Notifications: 2]

Status On

Email Server Configured:

Status On To configure, go here
Email Recipients for Volume Usage Reports:
Mandatory Vbl-Reports@subscriptions.gigamon.com
Others
Email Recipients for License Expiry Notifications:
Mandatory License-Renewal@subscriptions.gigamon.com

Others
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Expiry

The Expiry tab displays the list of node-locked licenses (licenses that are locked to specific
cards or chassis serial numbers) and floating licenses (licenses that are pooled and
dynamically re-assignable from one card to another) in the following three categories:

» Expired: License has already expired
» Expiring Soon: License expiry is within the notification period
» Expiring in 90 Days

The license expiry events are triggered accordingly and can be seen in the Events page.
Click on an event related to expiry of license in the Events page to navigate to the Expiry

page.

Licenses FM/Cloud Node Locked Floating Volume Usage Expiry Settings
Floating Node-Locked

Expired: 0 0

Expiring Soon: 0 Q

Expiring in 90 days: 5 0

5 Floating Licenses Expiring in 90 days:
« Qty 1 of SKU VBL-1T-BN-CORE-TRIALexpiry on 2021/04/29 [AID 4e8cb5a4-7eb4-4c2b-9ac9-0883428d6dc7]
+ Qty 1 of SKU VBL-1T-BN-CORE-TRIALexpiry on 2021/04/29 [AID 4e8cb5a4-7eb4-4c2b-9ac9-0883428d6dc7]
+ Qty 1 of SKU VBL-1T-BN-CORE-TRIALexpiry on 2021/04/29 [AID 4e8cb5a4-7eb4-4c2b-9ac9-0883428d6dc7]
* Qty 1 of SKU VBL-1T-BN-CORE-TRIALexpiry on 2021/04/29 [AID 4e8cb5a4-7eb4-4c2b-9ac9-0883428d6dc7]

+ Qty 1 of SKU SMT-HC1-AMI expiry on 2021/05/26 [AID 95afa667-255f-4ded-86ee-58ff261e365a]
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System Logs

You can generate log files that contain information about the system. Gigamon support can
use these files for root cause analysis.

* On the left navigation pane, cIick and select System > Logs , to access Logs.
¢ Click the Download button to download the compressed files.
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Create a Log file

To create a log file that Gigamon can use for analysis, do the following:

1. Select System > Logs.
The Logs page displays, which shows a list of log files.

Logs

| File Name . Date Created @

[] sysdump-gigavue-fm-5800-20191202-105... 2019-12-02 4:24:14 PM

Goto page: 1 v of1 Total Records: 1

Figure 27 Logs Page
2. Click Generate.

The system generates a new log file and displays an event message.
3. Select the log file to download, and then click Download.

The system downloads the file to your local environment. The file is in a compressed
and encrypted format that you can provide to Gigamon.
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Delete a Log File

To delete the log files for clearing up the disk space:
1. Select System > Logs.
The Logs page displays a list of log files. Refer to Create a Log file.

2. Select the Logs that you want to delete and click Actions > Delete.
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Storage Management

GigaVUE-FM Storage Management allows you to define how the stored logs are managed.
You can specify a schedule for purging old device logs. You can also specify an SFTP server
to export the log records prior to purging. Storage Management is used for all storage
settings, including device logs, event notifications, and statistics. Refer to Events section.

On the left navigation pane, cIick to access Storage Management and select System >
Storage Management.

@) GigaVUE-FM Q2o e 0
Ll | SETTINGS Storage Management Edit
> Tasks
.é, Reports
> Authentication L
High Availability Statistics

EEp Auto purge records period: (@) 30 days
v System
Preferences
GO Events and Auditlogs
Node Details Auto purge records period : (@) 90 days
IP Resolver
Backup/Restore
anes Device Logs
Trust Store Auto purge records period : (@) 30 days
Notifications
Email Servers
Licenses
Logs
Storage Management
SUPPORT
AP Reference
App Protobook

About

FM Instance: GigaVUE-FM1

Figure 28 Storage Management Page

If needed, you can free the used storage older than a specified period by doing the following:

1.  On the left navigation pane, cIick and navigate to System > Storage Management.
The Storage Management page is displayed.

2. Click Edit to edit the settings. The Edit Storage Management page appears.
3. Specify the Storage Management settings for each type of record:

Setting Description

Statistics

Delete stats older than | Select the purge period, which is the number of days after which the records
will be for deleted. Options are

o 7 days
o 30days
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Setting Description

e custom (between 7 and 30 days)

30 days is the default.

Important: The records will be immediately and permanently deleted from
the database based on the period.

Events and Audit Logs

Automatically delete Specify how often to delete the Events and Audit Log records. Options are
records period

o 7 days

e 30 days

e 90 days (Default value)

o custom (between 7 and 30 days).

90 days is the default.

When you click OK, the records older than the specified duration will get
deleted immediately. Records will be purged regularly while maintaining
records for the specified duration. This means that, at any given time, records
of the specified duration will be available to view from the GigaVUE-FM
Events page.

Device Logs

Automatically delete Specify how often to delete Device Log records. Options are
records period
e 7 days

o 30 days (Default value)

e custom (in days).

30 days is the default.

When you click OK, the records older than the specified duration will get
deleted immediately. Records will be purged regularly while maintaining
records for the specified duration. This means that, at any given time, records
of the specified duration will be available to view from the GigaVUE-FM Logs
page for the node.

Roll up

Allows you to browse Roll-up is enabled by default.
and evaluate the
performance of Port
Statistics for a duration
of up to 120 days.

To permanently remove the records from the database based on the specified settings, click
OK.
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Caution: There is no undo. Statistics records prior to the days specified will be immediately
and permanently deleted from the database when you click OK. Event records will be
permanently deleted from the database at the specified scheduled interval.

Rules and Notes

e You can edit the purge period after you have configured it to a specified interval.
However, if you change the purge period, the records will be purged only after the initial
set period expires for the specific record. For example, if the purge period for statistics
was initially set to 30 days, and after 5 days, if you change the purge period to 7 days, the
first record will be purged only after 30 days and the subsequent records will be purged
when the 30 days period expires for the record.

» After you upgrade GigaVUE-FM to 5.11.00, the purge period specified for the storage
management settings will be configured to the default values. You must reconfigure the
purge period to the required values.

» For optimum performance of GigaVUE-FM:
» Configure an external syslog server, or

e |If GigaVUE-FM is configured as the syslog server, use minimum time interval for the
purge periods.

e |f the used size of the config folder exceeds 70%, the disk reclaim script will start to run in
the GigaVUE-FM background:

e GigaVUE-FM maintains a maximum threshold value for the disk space. The default
value is 70%. You can configure this to the required value.

» |f the default value is reached, a defender script runs in the background to check if
there are any indices beyond the purge policy. If any exist, it will be cleared. An alarm
with severity level Warning with a description stating to contact GigaVUE-FM support
is triggered. An event notification that captures the indices being removed is created.

e |f the disk space is not reclaimed, GigaVUE-FM stops the stats collection and disables
Syslog. The severity level of the alarm is changed to Critical. Another event log is
created indicating the disabling of syslog and stats.

NoTE: Contact Gigamon technical support team to enable stats collection and syslog.

Tasks

The Tasks page provides access to the Admin Tasks and Scheduled Tasks pages. The Admin
Task page displays any administrative tasks waiting to occur on the nodes managed by

GigaVUE-FM. The Scheduled Tasks page displays the scheduled reoccurring task on the
nodes

This section covers the following topics:
«  Admin Tasks

Administer GigaVUE-FM
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« Scheduled Tasks
Admin Tasks

Currently, the only tasks that can be scheduled are node image installs, node upgrades, and
node reboots. Once a task listed in this table executes, it also appears in the Events list.

On the left navigation pane, click to view the Admin Tasks and click Tasks.

Admin Tasks

Total Tasks:2  Filtered By : none

O Name | Type | Status | Node Summary | Start Time | End Time | Log ®
[l FM Upgrade Imagelnstall Success - 2019-12-16 17:06:00
O FM Upgrade Imagelnstall Success - 2019-11-27 12:11:00

Figure 29 Admin Tasks Page

The Admin Tasks page displays the following information:

Parameters Description

Name The name of the task.

Type The type of task that is scheduled, for example, Node Reboot.

Status The status of the task. They are In Progress, Success, or Failure.

Node Summary The total number of nodes available in the clusters. Click Details to

view the post upgrade sanity check of all the available configuration
objects in the cluster. For more information, refer to View the
Upgrade Sanity Check.

Start Time The start time of the scheduled task.

End Time The end time of the scheduled task.

IMPORTANT: Timestamps are shown in the time zone of the client
browser's computer and not the timezone of the node where the task
is scheduled. The timestamp is based on the correctly configured
clock on the GigaVUE-FM server and converted from UTC to the client
computer’'s configured timezone.

Log The log records every step performed with the timestamps. Click Log
for a detailed view of every step that occurred during the upgrade
process. Refer to Admin Tasks.

View the Upgrade Sanity Check

The information in the Node Summary Details page is grouped based on clusters. Each
cluster displays the configuration objects and their state before and after the upgrade. For
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example, if cards are down after the upgrade, the number of cards that are down are
displayed in the Result column. Click the number to view more details about the cards that
are down.

To view the upgrade sanity check:

1.  On the left navigation pane, click 234 select Tasks.

2. Inthe Admin Tasks page, click the Detail link in the Node Summary column. Refer to
Admin Tasks.

3. Inthe Result column, click the number and view the detailed information about the
configuration objects.

Delete an Admin Task

To delete a scheduled task from the Admin Tasks, do the following:

1.  On the left navigation pane, cIick select Tasks.
2. From the Admin Tasks page, select a task from the list.
Click Delete.
The task is unscheduled and stopped the task from happening.

Scheduled Tasks

The Scheduled Tasks page displays tasks that have been set to reoccur at scheduled times.
Currently, the only tasks that can be scheduled are device backups, GigaVUE-FM and
GigaVUE-OS nodes upgrade, and GigaVUE-FM configuration data.

Schedule

Filtered By : none

O Name Type Scheduled Time Due In Recurrence @

No Records Found
Figure 30 Scheduled Tasks Page

The Scheduled Task page displays the following information.
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Parameters Description

Name The name of the scheduled task.

Type The type of the scheduled task.

Scheduled Time The timestamp when the task is scheduled to begin.

Due In The time left for the scheduled task to begin.
Recurrence The frequency of the scheduled task. For example, daily at 4 hours 35
minutes.

Delete a Scheduled Task

To reschedule a task, do the following:

1.  On the left navigation pane, click 4 select Tasks > Scheduled Task.
2. Select a task from the list.

The task is either a configuration data backup of GigaVUE-FM
(FMServerConfigBackUp) or a backup of a device (configBackup).

3. Click Delete.

Clicking Delete unschedules and stops the task from happening.

Reports

The Reports page displays the lists of reports generated, allows you to generate new reports,
download reports and delete reports that you no longer need. You can also export the
reports generated in CSV and XLSX.

@ Reports Qa 8 A o6
[t Find Generate New Export ~
%’ SETTINGS ] Report Name Creation Date Created By @
P ST []  gigamon GigaVBL 20220313024712_admin.pdf 2022-03-13 08:17:12 admin
> Tasks
OJ gigamon_physical_inv_20220218070110_admin.pdf 2022-02-18 12:31:10 admin
I Reports
O gigamon_GigaVBL_20220113000531_null.pdf 2022-01-1305:35:31 null
> Authenticat...
High Availa...
Tags
SUPPORT
API Refere...
App Protob...
About
Contact Su...
0]
Go topage: 1 v of 1 Total Records: 3
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Refer to the following sections for details:

« Overview of Reports
« Generate Reports
« NetFlow Format Support on Exporters

Generate Reports
To generate reports:

1. On the left navigation pane, cIick to view the Reports page.
2. Select Reports, and click Generate New.

NOTE: You must have the GigaVUE-FM Prime License installed for the Report
functionality to work.

Reports Q o 4 9-
Find Generate GigaSMART Performance Report Generate Cancel
SETTINGS
Report Type: (® GigaSMART Performance Report
> System Details of GigaSMART Performance
d s () Visibility Fabric Inventory Report
I Reports Inventory of Gigamon visibility fabric nodes and clusters
> Authenticat... (O Visibility Fabric Node Details Report
Details of Gigamon visibility fabric nodes and clusters
High Availa...
() Visibility Fabric Performance Report
Tags Performance Top N/ Bottom N report for the Visibility Fabric
SUPPORT (O Volume Based License Usage Report
AP| Refere... Details of Volume Based License Usage
App Protob... | Export As: @ PDF
About OHTML

Contact Su...
Figure 31 Reports Page View

You can download the reports in PDF or HTML format to your local drive.
« Only one report can be selected for each generate and download option.
« The report layout and format is not customizable.
» Reports can be stored or deleted in GigaVUE-FM.
» Reports are polled live and therefore can change each time they are generated.
» Each report appears with the timestamp on when the report was generated.

To view the reports directly from the GigaVUE-FM settings, ensure that the pop-up blocker
settings on your browser is disabled. This allows you to view the reports without
downloading. The reports will be available on a separate page.

Overview of Reports

The Reports page allows you to create the following types of reports:
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« GigaSMART Performance Report provides a summary of GigaSMART performance for
all HC Series nodes with GigaSMART functionality.

« Visibility Fabric Inventory Report provides a summary of all physical inventory (includes
HC Series and TA Series) that is visible on GigaVUE-FM.

« Visibility Fabric Node Details Report provides specific details relating to the physical
nodes (includes HC Series, TA Series).

« Visibility Fabric Performmance Report provides traffic analysis information.
« Volume Based License Usage Reports provides volume based license usage report.

Generate Reports
To generate reports:

1. On the left navigation pane, cIick to view the Reports page.
2. Select Reports, and click Generate New.

NOTE: You must have the GigaVUE-FM Prime License installed for the Report
functionality to work.

Reports Q o 4 9
Find Generate GigaSMART Performance Report Generate Cancel

SETTINGS

Report Type: (® GigaSMART Performance Report
> System Details of GigaSMART Performance
> Tasks () Visibility Fabric Inventory Report

I Reports Inventory of Gigamon visibility fabric nodes and clusters

> Authenticat... (O Visibility Fabric Node Details Report

Details of Gigamon visibility fabric nodes and clusters
High Availa...

(O Visibility Fabric Performance Report

Tags Performance Top N/ Bottom N report for the Visibility Fabric

SUPPORT (©) Volume Based License Usage Report
AP| Refere... Details of Volume Based License Usage
App Protob... Export As: © PDF
About (OHTML

Contact Su...
Figure 32 Reports Page View

You can download the reports in PDF or HTML format to your local drive.

« Only one report can be selected for each generate and download option.

« Thereport layout and format is not customizable.

« Reports can be stored or deleted in GigaVUE-FM.

« Reports are polled live and therefore can change each time they are generated.
» Each report appears with the timestamp on when the report was generated.
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To view the reports directly from the GigaVUE-FM settings, ensure that the pop-up blocker
settings on your browser is disabled. This allows you to view the reports without

downloading. The reports will be available on a separate page.

Visibility Fabric Performance Report

This multi-page report provides you with printable format for Traffic analysis including:

Top N/ Bottom N Ports
Top N/ Bottom N Traffic Maps

Overlay Traffi

Top N/ Bottom N VM rule stats

c Maps / Ports

Top N/ Bottom N Logical Network stats

Figure 33Visibility Fabric Performance Report shows an example of a report for Visibility
Fabric Performance.

G visiility Fabric

Visibility Fabric Performance Report

admin

2015-08-21 14:41:03 +0000

Node IP
10.115.25.157
10.115.25.157
1011525157
10.115.25.157
10.115.25.157
10.115.25.157
10.115.25.157
10.115.25.157
10.115.25.157
10.115.25.157

Node IP
10.115.40.23
10.115.25.157
10.115.25.157
1011525157
10.115.25.157
10.115.40.23
10.115.40.41
10.115.40.41
10.115.40.41
10.115.40.41

Node IP
10.115.40.41
10.115.40.41

Period: Last day

Top 10 Network Ports By Traffic

Port Id Port Alias
3l —

32
313
3
3
3t
T
EN L
34
310

Top 10 Tool Ports By Traffic

Port Id
114
3143
3T
3148
3149
111/g?
4212420
42124521
422422
42/2/x23

7
F

Top 10 Stack Ports By Traffic

Port Id Port Alias
42/2/x11 -
4242412 -

Copyright @ 2015 Gigamon, Inc. All rights reserved.

Figure 33 Visibility Fabric Performance Report

Administer GigaVUE-FM
Reports

Traffic (Mbps)
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Traffic (Mbps)
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Node IP
10.115.25.157
10.115.25.157
10.115.25.157
10.115.25.157
10.115.25.157
10.115.25.157
10.115.25.157
10.115.25.157
10.115.25.157
10.115.25.157

Node IP
10.115.25.157
10.115.25.157
10.115.25.157
10.115.25.157
10.115.40.23
10.115.40.41
10.115.40.41
10.115.40.41
10.115.40.41
10.115.40.41

Node IP
10.115.40.41
10.115.40.41

Bottom 10 Network Ports By Traffic

Port 1d
3ixl
32
33
3ixd
xS
3
37
3k
39
31410

7
3

Bottom 10 Tool Ports By Traffic

Port Id
Ei
37
318
3149
1f1/g?
4212420
4212121
422422
422/x23
422124

7
3

Bottom 10 Stack Ports By Traffic

Port Id
42020x11
422012

Port Alias

Traffic (Mbps)

cle|lele|lele oo e|le

Traffic (Mbps)

cle|lelelelelele e

Traffic (Mbps)
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Visibility Fabric Node Details Report

This multi-page report provides you with printable format for specific details relating to
Physical Nodes (includes H Series, G Series and TA Series) similar to what you would
under Chassis/Device pages. The report includes:

» Pie Chart of total Nodes, total (collective) ports and card types (collective)

« Table format showing each Node associated with this instance of FM

» Detailed report similar to as shown on Chassis Page including clustered nodes

Figure 34Inventory Details Report shows an example of a report for Visibility Fabric Node
Details.

admin

B visiily Fabric Visibility Fabric Node Details Report H15-0B21 1845401 +0000

Overview - Summary

Total Nodes 40%, 2
5 Node Types
[ Y
20%, 1
W ucz
O Hed
a0%, 2

Total Ports

S O 4 Ports Types
B Gigasmart
91.67%, 462 1.19%, & W Hybeid
1.50%, 8 I rmetwork
5.16%, 26 O stack
0.4%, 2
| IR
Total Cards Card Types

[N

17 .

CIGAPORT-X12504 - -

2 2 2
g 2
g%
i § ¢
S
1

1 1
"] [
§ g
5 4
R

1
r
=
2
%
r
H

wez-os | [ ~
HCZ-H24 -"'

i
2
:
:

CICAPORT-XO4544

a -
GIGARORT-Q02XI2 g - L

Copynght @ 2015 Gigamon, inc. Al rights ressned. s

Figure 34 Inventory Details Report
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Template 3: GigaVUE-VM Report

This multi-page report provides you with printable format for GigaVUE-VM traffic analysis
including:

»  Summary of GigaVUE-VM virtual centers

» Details on the virtual centers

.« Top N/Bottom N Ports

. Top N/Bottom N Traffic Maps

Figure 35Report Pages Available for GigaVUE-VM show an example of a report for GigaVUE-
VM.

admin

G Visibility Fabric Giga‘!l]E_\"N[ Report 2015-08-21 14:58:23 +0000

Overview - Summary

Virtual Center Discovery

I Hosts
A TH m

10.115.41.203 10.115.41.204 10.115.41.205 10.115.41.206

=T S I VTR ]

10.115.41.206 2 ] ]
10.115.41.205 3 3 0
10.115.41.204 3 3 ]
10.115.41.205 4 1 ]
Copyright @ 2015 Gigamon, Inc. All rights reserved. 1/ 3

Figure 35 Report Pages Available for GigaVUE-VM
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Visibility Fabric Inventory Report

This multi-page report provides you with printable format of summmary on all your Physical
inventory (includes H Series, G Series and TA Series) that is visible on that GigaVUE-FM.

» Pie chart format for Status, Cluster Status, Node Types, Network and Tool Port Status
and SW Versions.

« Table Format with all the Device IP with associated parameters such as Model, Status,
Box ID, SW Version, Serial #, and so on.

Figure 36lnventory Summary Report show an example of a report for Visibility Fabric
Inventory.

admin

G, vswiyravic - Visibility Fabric Summary Inventory Report 2015-08-21 15:08:43 +0000

Overview - Summary

Cluster Status (Total: 2) Node Status (Total: 5)
80%, 4
B critical B Critical
100%, 2 B nNormal B normal
] warning [1 warning
Network Port Status (Total: 462) Tool Port Status (Total: 26)
67.75%, 313 34.62%, 9
[ Disabled [0l Disabled
2.38%, 11 B Link Down B Link Down
B ink 7.69%, 2 B uink
29.87%, 138 e 57.69%, 15 e
Node Types SW Versions
B HE1 B 4301
B e W 4400
[ pa [ 45.00
Copyright @ 2015 Gigamon, Inc. All rights reserved. 12
Figure 36 /nventory Summary Report
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GigaSMART Performance Report

This report provides you with printable format of summary on GigaSMART performance for
all H Series nodes with GigaSMART functionality.

The report includes GigaSMART statistics for the following:

. Top/Bottom 10 GigaSMART (GS) Groups by Traffic: This information will indicate which
GS groups are heavily utilized. To ensure to capture all the relevant information it is
good to have the GS groups be description in the GS Groups alias names.

« Top/Bottom 10 GigaSMART (GS) Operations by Traffic: This information will indicate
which GS operations are heavily utilized. To ensure to capture all the relevant
information it is good to have the GS Operations be description in the GSOP alias
names.

. Top/Bottom 10 GigaSMART (GS) Virtual Ports by Traffic: This information will indicate
which virtual ports might be over-utilized and which are under-utilized.

Figure 37Report for GigaSMART Performance Indicators show an example of a report for
GigaSMART Performance.
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admin

2015-08-21 15:10:32 +0000

Top 10 GS Groups by Traffic

C o Neke  GSGrwp  TafcMbp)

10.115.200.10 esprpl 2306
10.115.40.23 ssprpl 0.001
10.115.200.10 psprp2 o

Top 10 GS Operations by Traffic

© o Neke  GSGrow  GSOP Traffe(Mbpy)
10.115.200.10 gigrpl giop_| 2397
10.115.40.23 gigrpl gaop_1 L]
10.115.40.23 merpl Op_gmip ]
10.115.40.23 psgrpl nfpsop? 0

Top 10 Virtual Ports by Traffic

10.115.200.10 merpl Vpl [

Copyright @ 2015 Gigamon, Inc. All rights reserved.

Bottom 10 GS Groups by Traffic

10.115.200.10 esprp2 o
10.115.40.23 ssprpl 0.001
10.115.200.10 esprpl 2306

Bottom 10 GS Operations by Traffic

C o Nede  GSGrow  GSOP Traffe(Mbpy)
10.115.40.23 gigrpl giop_| L]
10.115.40.23 ssgrpl gsop_gmip o
10.115.40.23 pserpl nfpsop? 0
10.115.200,10 psgrpl gsop_1 2397

Bottom 10 Virtual Ports by Traffic

10,115,200 10 merpl Vpl [

Figure 37 Report for GigaSMART Performance Indicators

Volume Based License Usage Reports

The Volume-based License Usage report is a multipage report in PDF format. The
VBL Usage report contains sections for the incoming traffic (raw usage) and all license
bundles that are active during the period of the report.

Section Details

« Licensed Daily Volume:

« Peak Daily Volume:

o 95th Percentile Daily Usage:

Volume e Period: Period for which the volume usage summary is displayed.
Usage: « Days Completed:
Summary

Administer GigaVUE-FM
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« The 95th percentile daily usage for any day is calculated as follows: the daily usage for the
trailing 90 days, including and up to the current day, are sorted in ascending order and the
usage at the 95th percentile (near the high end) is reported as the 95th percentile usage for
the day. This aggregate statistic uses the maximum of the 95th percentile usage for the days
in the Service Period.

NOTE: The reason is to find the high-end usage disregarding exceptionally high values that
are outliers (happening due to some extraordinary condition prevailing on the day), and
hence not representative of the normal high end usage values.

Daily Graph that displays the daily usage details.

Usage

Tabular Each section contains up to four pages. The first page contains a summary and
formatof | 5 chart (with allowance as line chart and usage as bar chart) and the

the volume .

usage subsequent pages contain the allowance, usage and overage data for each
details day in the period.

For example, if GigaVUE-FM has CoreVUE and NetVUE bundles imported, then
report has the following sections:

o First four pages: Raw ingress traffic

o Next four pages: CoreVUE bundle

o Last four pages: NetVUE bundle

The following figure shows an example for the Volume Based License Usage report.
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Period: Feb 8, 2022 - May 7, 2022
Days Completed: 64

Licensed Daily Volume: 51.00 TB

Peak Daily Volume: 1.66 TB

Days exceeding Licensed Daily Volume: 1

95th percentile Daily Usage: 0.74TB

Daily Usage
55

45 | | ||
40

| o
35 ‘ | |
30 | | |

| |
25 ‘ |

| |
20| L
15
10

I
|

T R ,{oﬁ‘\, TP RERD P RHPES DD P DDA SO
‘,@é\ é\aé@\,\@\;\fa@a@a‘,@‘,@@b?QVQVQY.Q?SEVQQVQVQVQQ@‘Q@

Copyright @ 2020 Gigamon, Inc. All rights reserved. 1/ 4
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admin on Apr 13, 2022

V-Series Volume Usage Report

Visibility Fabric

S DO NOT TOUCH ( Gimo Internal Account - To be used by Engineening license 00:50:56:a0-0d:5
Feb 08, 2022 1.00TB 058 TB 0.00TB
Feb 09, 2022 1.00TB 1.14 TB 0.14TB
Feb 10, 2022 51.00 TB 0.00TB 0.00TB
Feb 11,2022 51.00 TB 0.74TB 0.00TB
Feb 12, 2022 51.00 TB 166TB 0.00TB
Feb 13, 2022 51.00 TB 0.00TB 0.00TB
Feb 14, 2022 51.00 TB 0.54TB 0.00TB
Feb 15, 2022 51.00 TB 0.11TB 0.00TB
Feb 16, 2022 51.00 TB 0.15TB 0.00TB
Feb 17,2022 51.00 TB 0.10TB 0.00TB
Feb 18, 2022 51.00 TB 0.10TB 0.00TB
Feb 19, 2022 51.00 TB 0.10TB 0.00TB
Feb 20, 2022 51.00 TB 0.09TB 0.00TB
Feb 21,2022 51.00 TB 0.10TB 0.00TB
Feb 22, 2022 51.00 TB 0.10TB 0.00TB
Feb 23, 2022 51.00 TB 0.13TB 0.00TB
Feb 24, 2022 51.00 TB 0.12TB 0.00TB
Feb 25, 2022 51.00 TB 0.10TB 0.00TB
Feb 26, 2022 51.00 TB 0.10TB 0.00TB
Feb 27, 2022 51.00 TB 0.13TB 0.00TB
Feb 28, 2022 51.00 TB 0.09TB 0.00TB
Mar 01, 2022 51.00 TB 0.10TB 0.00TB
Mar 02, 2022 51.00 TB 0.127TB 0.00TB
Mar 03, 2022 51.00 TB 0.10TB 0.00TB
Mar 04, 2022 51.00 TB 0.07TB 0.00TB

NetFlow Format Support on Exporters

NetFlow Exporters support versions IPFIX, v5, and v9. Starting in software version 5.3, the
Common Event Format (CEF) version 23 is also supported. CEF is a standard format used by
event collection/correlation Security Information and Event Management (SIEM) vendors.
SIEMs such as Arcsight, Splunk, and QRadar accept CEF format. By supporting CEF, NetFlow
metadata can integrate with and use a variety of SIEMs.

CEF is a logging format that uses the syslog message as a transport mechanism, meaning
that the CEF message (header and payload) is included within the syslog message. The
transport protocol that is supported is UDP and the default port number is 514.

Metadata that is generated by NetFlow can be exported in the supported formats to one or
more collectors. Each exporter must have the same export type (V5, v9, IPFIX, or CEF). One
CEF message is sent out per record per flow.

Also, starting in software version 5.3, IP fragmentation is supported. CEF does not allow a
message to be split over multiple CEF payloads. Since CEF messages are verbose, they can
be larger than the MTU.

To support CEF messages that exceed the MTU, a single IP datagram containing a CEF
message will be broken up into multiple packets of smaller sizes. The reassembly of the
datagram will occur at the receiving end (at the SIEMs).
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For details on the CEF message format, refer to CEF Message Format.

CEF Message Format

An example of the CEF message format is as follows:

Fri Feb 23 02:25:37 2018 9/3/el
CEF:23|Gigamon|metadata|5.3.00|4 |metadatageneration|6| src=68.94.156.1
GigamonMdataDnsAdditionalType=41lGigamonMdataDnsAdditionalTypeText=0OPT

In the example CEF message, there is a syslog header, a CEF header, and anextension that
contains the CEF payload. The fields are delimited with a vertical bar (|).

The syslog header contains the following:

»  timestamp—Fri Feb 23 02:25:37 2018
« host name identifier—9/3/el

NoTE: The host name identifier has the format <box ID>/<slot ID>/<engine ID>.For
example, 9/3/e1 means 9 is the box ID, 3 is the slot ID, and el is the engine ID.

The CEF header contains the following:
= version—CEF:23
« device vendor—Gigamon
« device product—metadata
« device version—5.3.00
« Signature identifier—4
» Name—metadata generation
= Severity—6

The CEF extension contains key-value pairs delimited with a space. In the example CEF
message, the following is the CEF payload, in plaintext:

= Src=68.94.156.1

« GigamonMdataDnsAdditionalType=41

« GigamonMdataDnsAdditionalTypeText=OPT

The CEF standard specifies key-value pairs. There are some predefined standardkeys, for
example, src is a predefined key for source |P address.

For keys that are not predefined in the CEF standard, such as the NetFlow metadata
elements in the CEF extension, there are custom-defined keys. Custom-defined keys have
the following format:

»  <VendorNameProductNameExplanatoryKeyName>
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For example, GigamonMdataDnsAdditionalTypeText, is a custom-defined key that contains
the following:

« VendorName—Gigamon
» ProductName—Mdata
» ExplanatoryKeyName—DnsAdditionalTypeText

Another example of the CEF format is the following SSL record:

Thu Mar 1 08:21:28 2018 1/1/el CEF:23|Gigamon|metadata|5.3.00|4|metadata
generation| 6 |GigamonMdataSslIssuerName=DigiCert SHA2 High Assurance S

dpt=54839 GigamonMdataSslValidNotBefore=3137303130363030303030305a
GigamonMdataSslSerialNo=0118ee3c2167b99elb718c6eadb8fb4d00000000
GigamonMdataSslValidNotAfter=3230303131353132303030305a
GigamonMdataSslCertSigAlgo=2a864886£70d401010b
GigamonMdataSslCertSubAlgo=2a864886£704010101

GigamonMdataSslCertSubKeySize=270 GigamonMdataSslServerVersion=771
GigamonMdataSslCertSubAltName=*.stickyadstv.com
GigamonMdataSslServerCompressionMethod=192 GigamonMdataSslServerCipher=49199
GigamonMdataSslServerVersionText=TLSv1l.2 GigamonMdataSslServerSessionId=63
GigamonMdataSslIssuer=2£f433d55532£f4£3d446967694365727420496e632£4£553d7777772e64
69676963
6572742e636£6d2f434e3d446967694365727420534841322048696768204173737572616e636
52053657276 6572204341 GigamonMdataSslCertSubCommonName=*.stickyadstv.com
GigamonMdataSs1Sub=2f433d55532£53543d4e657720596£726b2f4c3d4e657720596£726b2£4£3
d4672656

5776865656c204d6564696120496e632f4f553d46726565776865656¢2f434e3d2a2e73746963607961647
37 4762e636fod dst=10.50.22.59 src=38.106.34.118

Configure Security Options

This chapter describes how to set options relating to security — who can log into the node,
how they are authenticated, and what rights they have once logged in.

The chapter includes the following sections:

Topic Refer to...

About Role-Based Access About Role-Based Access

Configure Authentication and Authorization Authentication Type

Default Ports Open Ports in GigaVUE-FM in the GigaVUE-FM User's Guide
FIPS 140-2 Compliance FIPS 140-2 Compliance in GigaVUE-FM
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FIPS 140-2 Compliance in GigaVUE-FM

GigaVUE-FM is compliant with the Federal Information Processing Standard (FIPS), a US
government standard for security requirements of cryptographic modules. The FIPS module
is compliant with FIPS 140-2 Level 1 and was validated by the National Institute of Standards
and Technology (NIST). The certificate number is 4066.

Refer to the following sections for details:

Rules, Notes and Limitations

Refer to the following rules and notes for FIPS:

o After upgrading GigaVUE-FM instance from pre 5.16.00 to 5.16.00 or above, GigaVUE-FM
boots in non-FIPS mode.

» FIPS is disabled by default in GigaVUE-FM. You can enable FIPS whenever needed.
However, once enabled you cannot disable it.

e Only users with super admin privileges can enable FIPS.

Refer to the Frequently Asked Questions section for further details.

Configure FIPS in GigaVUE-FM

To configure FIPS in GigaVUE-FM:

1.  On the left navigation pane, cIick and go to System > Preferences.
2. Click Edit.

3. Under Security Settings, the FIPS 140-2 Mode option is available. Use the toggle
button to enable FIPS.

4. GigaVUE-FM reboots after switching to FIPS mode. Clear the browser cache and
cookies so that GigaVUE-FM IDP URL loads without any issues.

NoTE: Once enabled, the toggle button is disabled. You cannot switch back to non-
FIPS mode.

Administer GigaVUE-FM
Configure Security Options 244



GigaVUE Administration Guide

Preferences

(i
3 ETTING Groups Super Admin Group
= Email
=] | Prefere...
SNMP
Packet Display
Port Dis. NOC View Mode off
Hode D.
PR | Session @

Password change password

Backup.. Screen Refresh Rate (min) 05

Images Auto-Logout {min)

Certifica...

Eventn.  General

Licenses Items displayed per page

L

o FM Instance Name

Storage
e Login Banner : f ) )
Reports Flows @
Authenticat...

Status Disabled

High Availa.

Syslog server @

Tags

Status Disabled
APl Refere. Forward Events to System Log @
Appbrotoh.. Enable System Logs Off

About

J . .
) Contactsu.. | Security Settings @
FIPS 140-2 Mode Disabled

. PMInstance: GigaVUE-FM

Configure FIPS in GigaVUE-FM High Availability Group

To form a FIPS enabled High Availability (HA) group:

» Enable FIPS in each of the standalone GigaVUE-FM instances.
» Assemble the HA group with FIPS enabled standalone GigaVUE-FM instances.

NoTE: You cannot add a GigaVUE-FM instance that is not FIPS enabled to a
FIPS enabled High Availability group. Similarly, you cannot add a FIPS-enabled
GigaVUE-FM instance to a High Availability group that is not FIPS enabled.

Frequently Asked Questions

This page lists some of the most common issues and question related to FIPS.

Are all versions of GigaVUE-FM validated for FIPS compliance?

GigaVUE-FM software version 5.12.00.01 is the only software version validated for FIPS
compliance. Validation for GigaVUE-FM software version 5.16.00 is in progress.
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Can you enable FIPS using the fmctl command?

No. There is no support for enabling FIPS using the fmet1 command. You can enable
FIPS only using the GigaVUE-FM GUI.

Can you add a device that is not FIPS-compliant to a FIPS enabled GigaVUE-FM?

Yes. You can add a non FIPS compliant device to a FIPS enabled GigaVUE-FM.

What happens to the GigaVUE-FM database after you enable FIPS?

The GigaVUE-FM database is reset. GigaVUE-FM reboots and comes up as a new instance.
You must reconfigure and setup GigaVUE-FM again.

How do | perform backup and restore operation on a FIPS enabled GigaVUE-FM?

A backup taken on a FIPS enabled GigaVUE-FM can only be restored on a GigaVUE-
FM instance that is FIPS enabled. Similarly, backup taken on a non-FIPS GigaVUE-FM can be
restored only on a non FIPS GigaVUE-FM.

Is the FIPS certification applicable for GigaVUE-FM instance irrespective of where it is deployed?

No. GigaVUE-FM Hardware appliance is only validated for FIPS certification.

GCigaVUE-FM High Availability

This section provides details about the GigaVUE-FM High Availability (HA) feature and
describes how to configure, upgrade, and troubleshoot the feature.

Refer to the following topics for details:
» About GigaVUE-FM High Availability
» Rules and Notes
« Dynamic Addition of GigaVUE-FM Instances to HA Group
«» GigaVUE-FM Load Balancer Functionality
« Failover Mechanism
« Troubleshoot GigaVUE-FM High Availability Issues
«» GigaVUE-FM High Availability
= GigaVUE-FM High Availability
» Orchestrated Upgrade of GigaVUE-FM Instances in HA Group
« Access GigaVUE-FM Active Instance in case of Failover
« Configure GigaVUE-FM High Availability in OpenStack Environment
« Configure GigaVUE-FM High Availability in VMware NSX-T Manager
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About GigaVUE-FM High Availability

The GigaVUE-FM High Availability (HA) feature supports a highly available fabric
management environment with minimal interruption. The GigaVUE-FM HA architecture
consists of a minimum of three GigaVUE-FM instances that run together as a highly

available group. The highly available group provides protection from failure of any one of the
members in the group.

The following figure shows the high-level architecture of the GigaVUE-FM HA feature.

Standby Standby

GigaVUE-FM
HA Group

- Adive -
~ PHYSICAL,VIRTUALorCLOUD -~~~
-~ - INFRASTRUCTURE .~~~

Starting in software version 5.14.00, you can add additional GigaVUE-FM instances to the

high availability group. Refer to the Dynamic Addition of GigaVUE-FM Instances to HA Group
section for details.

Get Started

To configure the GigaVUE-FM HA feature, you must have access to at least three
authenticated GigaVUE-FM instances that reside on a trusted network. All GigaVUE-FM
instances must run the same software version. The interfaces in the GigaVUE-FM instances

must be up and must be assigned IPv4/IPv6 addresses. You can also choose to use DNS host
names.

NOTE: You can configure the GigaVUE-FM HA feature only if you have administrative
privileges. You must have Prime license installed for forming the GigaVUE-FM HA
group.

Hostname Setups

The GigaVUE-FM instances are not required to be in the same subnet, but still must be able
to communicate with each other.
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In addition, ensure that the instances have unique host names. You must be able to ping a
GigaVUE-FM instance from the other instances using the hostname or the IP address.
To add a GigaVUE-FM instance to a GigaVUE-FM HA group:

« The GigaVUE-FM instances in the HA group must be reachable to each other.

» If host names are used to configure the HA group, the host names of the GigaVUE-FM
instances must be resolvable through a DNS server.

Licensing Information

You must install a Prime license on the active GigaVUE-FM instance to configure a High
Availability group.

If the Prime license expires or if you accidentally delete the license, the existing
configurations will still be present in the GigaVUE-FMs that are part of the HA group, but you
will not be able to perform any new configurations. Moreover, if you disassemble the HA
group, you cannot reconfigure the HA group without installing a valid Prime license.

Supported Platforms

The GigaVUE-FM HA feature is supported on the following platforms:
« VMWare vSphere
« GigaVUE-FM Hardware Appliance
« OpenStack
«  VMWare NSX-T Manager

Rules and Notes

Keep in mind the following rules and notes when you configure the GigaVUE-FM HA feature:

« The GigaVUE-FM instances in the HA group must be identical in terms of system
configuration such as hard disk, memory, and network interfaces, which include
domain server, NTP server, and name server.

« The GigaVUE-FMs in the high availability group can be accessed using the
IPv4/IPv6 address (DNS name) that is used to form the High Availability group.

E Do not access all the GigaVUE-FM instances at the same time, as this will impact the
performance of the HA group.

» You can deploy the GigaVUE-FM HA virtual machines on a WAN link with a maximum
latency of 200 ms.
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» You cannot add a GigaVUE-FM Hardware Appliance and a GigaVUE-FM virtual machine
in the same HA group.

« VIP support is deprecated from software version 5.13.00. If VIP is configured in earlier
GigaVUE-FM versions, it will be continued after upgrading to software version 5.13.00.
However, you will be only able to delete the existing VIP, adding or updating the VIP is
restricted.

» Use the orchestrated upgrade procedure to upgrade the GigaVUE-FM instances if the
software version of GigaVUE-FM is 510.00 and above.

» The Reload All Or Reload any FM cOmmands will work only if there is an active GigaVUE-
FM instance in the HA group.

Dynamic Addition of GigaVUE-FM Instances to HA Group

Until software version 5.13.00, GigaVUE-FM HA architecture is based on 2N+1 redundancy
model (N =1) with one active and two standby instances providing resiliency and fault
tolerance. With horizontal scaling, the services and application requests are distributed to
standby GigaVUE-FMs to achieve 3000 nodes. As the HA group is limited to only three
GigaVUE-FM instances, there is a need for higher computing and memory intensive
resources in the HA group because of the following use cases:

e |onger data retention period (up to 13 months).

» Better search performance with more horizontal distribution of Elastic Search for features
such as Fabric Health Analytics (FHA), Topology Visualization.

e Better indexing performance with the number of instances collecting various statistics on
the configured components.

Therefore, the number of GigaVUE-FM instances in the HA group had to be increased for
scalable performance of the various features in GigaVUE-FM.] Starting in software version
5.14.00, GigaVUE-FM allows you to add more than three GigaVUE-FM instances to the

HA group. The hardware requirements and resource allocation process for the additional
instances are the same as that of the active and standby instances. The additional instances
can be configured either as supporting instances or as active-eligible instances:

Supporting instances are GigaVUE-FMs that run minimal services, thereby providing more
resources to elastic search services. Supporting instances:

'GigaVUE-FM software version 5.13.00 is scaled to manage 3000 nodes. However, with use cases such as Topology
Visualization, Fabric Health Analytics that rely on Elastic Search database, Elastic search has become a bottleneck
for efficient performance. Therefore, it is required to increase the number of ES instances for enhanced
performance and scalability of the HA group.
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» do not distribute application requests (all application services are turned off by default)
nor run any distributed services.

» offer more scalability.
e cannot become candidates for active instance election

Active-Eligible instances are GigaVUE-FMs that distribute application requests and run
distributed services. Active-eligible instances:

e add more value to fault-tolerant and high available system.
e can be part of active instance election.

Refer to the following diagram for the roles in the HA group.

GigaVUE-FM Roles in
High Availability Group

Active-Eligible

Active Standby

The following table compares GigaVUE-FM HA in software version 5.13.00 and less with
GigaVUE-FM HA software version 5.14.00:

GigaVUE-FM less
than GigaVUE-FM 5.14.00

or equal to 5.13.00

Number of GigaVUE- Only three GigaVUE- Minimum three. Additional GigaVUE-FM instances can
FM Instances that can FM instances can be be configured as supporting instances or active-
be configured in the added. eligible instances.
HA group
Roles and states Supported | « Active (One) o Active-Eligible (Seven)
o Standby (Two) o active
o standby
e Supporting (Any number of instances)
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NoTe: GigaVUE-FM cannot support more than
seven active eligible instances in a HA group.

Number of GigaVUE-
FM instances that can
configured as Active
Eligible.

All three GigaVUE-FM
instances are active
eligible.

While creating a high availability group, there must be
three active-eligible instances in the group.

Both active-eligible and supporting instances are
mutually exclusive. That is, GigaVUE-FM instance
cannot act as both active-eligible and supporting role
at any point of time.

Remove GigaVUE-
FM instances

You cannot remove
the GigaVUE-FM
instances if the

HA state is "At Risk".

You can remove the supporting GigaVUE-FM
instances "At Risk" state.

Create and Add GigaVUE-FM Instances to HA Group

To add instances and to configure the HA group:

1.  On the left navigation pane, cIick and select High Availability.

2. Click Create. The High Availability wizard appears.

3. In the Group Name field, enter a uniqgue name for the HA group, and then click

Continue.

4. In the Add GigaVUE-FM Instance page, the details of the GigaVUE-FM instance from
which the HA group is created is fetched automatically.

Administer GigaVUE-FM
GigaVUE-FM High Availability

251



GigaVUE Administration Guide

5. Enter the External IP Address and Third-Party Authentication details, if required. Click
the save icon to save the configuration.

BASIC INFO ADD GigaVUE-FM INSTANCES REVIEW
Add GigaVUE-FM INSTANCE b + Add New Mode
IP Address / DNS N... External IP Address ... Role Username Password Third Party Authenti... Take Action

10.115.206.93 Enter External IP Adc Active Eligible L sesss Enter URL %]

A Warning: To create a HA group, ensure that there are three nodes that are reachable to each other.

BACK CONTINUE

6. Click Add New Node to add the second and third GigaVUE-FM instances. Enter the
following details.

Field Description

IP IP address/DNS name of the GigaVUE-FM instance (s for communication between
Address/DNS Name the GigaVUE-FMs and to configure the HA group)

External IP Address External IP address of the GigaVUE-FM instance (for accessing the GigaVUE-FM
HA from outside the internal network.)

Role Role of the GigaVUE-FM instance. Can be configured as either:

« Active-eligible: provides resiliency and load distribution

« Supporting instances: provides scalability and performance

Username GigaVUE-FM User Name
Password GigaVUE-FM GUI password
Third Party Third-party authentication URL
Authentication

7. Click the Save Node icon to validate the details entered for the instances.

Once the first three instances are added to the HA group, the Continue button is
enabled.

8. Use the Add New Node button to continue to add the GigaVUE-FM HA instances.
When adding the instances, define the role of the instances either as:
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e Active-eligible
e Supporting instances

9. Review the details of the GigaVUE-FM instances. Use the Back button to go back and
change the details.

10. Click the Edit Node icon to edit the details of the GigaVUE-FM instances, if required.

After adding the instances to the HA group, click Submit. The HA group is configured and
will be displayed as follows:

High Availability

il ind Delete + Add New Mode
é. SETTINGS
> System
Healthy
— > Tasks
This HA group is Healthy. The members are protected from failure.
R:
BportS Group Mame Sn_ha
»  Authenticat.. No of Nodes 4
| High Availa..
Tags
Status IP Address / DNS Ma..  Role Entity ID Host Name Application Status Scftware Version System Uptime Upgrade Status
i @ Standby 10.116.206.139 Active Eligibie 10.115.206.139 had Up £.14.00 1day, 2 hours, 18 mi.. -
APl Refere...
App Protob... @ Standby 10.115.206.59 Active Eligitle 10.115.206.59 hal Up 5.14.00 15 minutes
About @) Active 10.115.206.110 Active Eligitle 10.115.206.110 ha2 Up 5.14.00 1 day, 2 hours, 26 mi.. -
Contact Su... @ Support 10.115.206.54 Supporting MNode 10.115.206.54 haS Dawn 5.14.00 1 hour, 48 minutes
L3
e 4 Goto Page: 1 of 1 » e Total: 4

Click the ellipses on a GigaVUE-FM instance to perform the following tasks:

e Edit: Edit the instance details.
e Reboot:Reboot a GigaVUE-FMinstance.
¢ Remove from group: Remove an instance from the HA group.

The HA page displays the following details:
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Table 5:
Field Description
Status and Reachability Status of the GigaVUE-FM instances. Can be:
o Active
o Standby
e Supporting
Reachability:
« [ - indicates that the instances are reachable.
. - indicates that the instances are unreachable.
IP Address/DNS Name IP address/DNS name of the GigaVUE-FM instances
Role Role of the GigaVUE-FM instance. Can be configured as
follows:
o Active-eligible: provides resiliency and load distribution
e Supporting instances: provides scalability and performance
Entity ID Entity ID of GigaVUE-FM. It is a unique alpha-numeric ID that must be
configured for SSO authentication.
Host Name Host name of the GigaVUE-FM instance.
Application Status Status of application services that are responsible for
handling the user requests:
e Up: Indicates service is ready to handle the user requests
« Down: Indicates service is not ready to handle the user requests
with one or more underlying services being down.
« In Progress : A state that appears between up and down
indicating that the services are initializing.
Software Version Software version of the GigaVUE-FM instance.
System Uptime Time since the instance is up and active.
Third Party Authentication URL Third party authentication URL required for SSO configuration.
Upgrade Status Upgrade status of GigaVUE-FM. This is displayed only when upgrade is
triggered. Otherwise, this field is empty.

You can add instances to the HA group by clicking the Add New Node button, as required.
You can also remove the instances from the HA group and reduce the size of the HA group
as required. However, while removing the instances ensure to retain the quorum! number of
instances.

'Quorum number of instances is the minimum number of instances that must be active-eligible in a HA group. In
a HA group with five instances, the quorum number is 3 (based on the formula n/2+1)).
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NOTE: To scale components such as Fabric Health Analytics, topology visualization
and to improve the performance of GigaVUE-FM by fully utilizing the resource
available, it is recommended to configure three active eligible instances and
additional supporting instances.

The following are the behavioral changes observed in the HA group with active, standby and
supporting instances:

Task Scenario Behavior
Backup and All active- Backup will happen in active instance. During restore, all active-eligible
Restore eligible GigaVUE-FMs will be rebooted and will perform the restore operation.
Operation instances are
up and few or Supporting instances will not participate in restore.
all supporting
instances are
up.
Few active- Backup will happen in active instance. Restore will not be initiated in this
eligible case.
instances are
up (Quorum
number of
instances are
up)
Upgrade Few instances | Upgrade will not be initiated.
Operation not being up
(either active-
eligible or
supporting
instances not
up)
Few Upgrade will be initiated and the supporting instances present in HA
supporting group would be upgraded first followed by the active-eligible instances.
instances are
removed from
the HA group
after formation
of the group
All instances Upgrade will be initiated in active instance. Upgrade will be donein a
are up and rolling fashion starting with supporting instances and ending with the
running active-eligible instances.
System All instances All GigaVUE-FM's GUI will be accessible and user can configure the
Configurations are active- system through the same
eligible
HA with active- | For supporting instances, GUI will not be available (as application service
eligible and is shut down). An option is provided in the GUI to turn on the application
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few Supporting

service and its dependent service(s) and the status can be seen in HA

instances page. You can then configure the system related configuration from the
logged in GigaVUE-FM instance once the application status of the
supporting instance is up.
Background
processes
-FM Service All GigaVUE- Services will be equally distributed/redistributed among the instances
Distribution FMs are active- | based on availability of the instances
eligible
instances.
HA group with | Services will be distributed/re-distributed only to active eligible instances

active-eligible
instances and
supporting
instances.

-Load Balancer

All GigaVUE-
FMs are active-
eligible
instances.

All GigaVUE-FM API requests will be distributed to all instances in the HA
group.

With
supporting
instances.

All GigaVUE-FM API requests will be distributed only to active-eligible
instances.

Important Recommendations and Notes

Keep in mind the following recommendations and notes when working with the HA group.

GigaVUE-FM cannot support more than 7 active-eligible nodes (this is due to the underlying
constraint in MongoDB).

Shrinking the size of the HA group:

 When reducing the size of a HA group that has both active-eligible and supporting
instances, it is always recommmended to remove the supporting instances first so that
the active-eligible instances remain intact in the HA group. If active-eligible instances
are removed first from the HA group, then the HA group will become unstable. This
however depends on the number of active-eligible and supporting instances in the
HA group. Consider a GigaVUE-FM HA group with 7 instances. The number of active

and supporting instances in a HA group may be as follows:
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HA group 1 With 3 active The recommendation is specifically applicable for HA group 1in
instances and which there are only 3 active eligible instances in the group.

4 supporting Removing the active-eligible instances may cause the HA group to
instances become unstable.

HA group 2 | With 5 active The recommendation is not applicable for HA group 2 as removing
instances and 2 | the active-eligible instances will not impact the stability of the
supporting HA group.
instances.

For a HA group to be stable, it must have a minimum of two active-eligible instances

in the group.

 When reducing the size of HA group from 7 instance to 5 instance or 3 instance, the
quorum is re-computed and adjusted accordingly. This is to ensure that the HA group
remains intact with the available set of instances.

 When reducing the size of the HA cluster, during removal of an instance make sure to
give time for the Elastic Search to rebalance and return to a complete (100%) healthy
state before removing the next instance. If you remove the instances subsequently
one after the other, the health state of the HA group will turn red as there will be no
time for shard rebalancing amongst the available instances.
Login to GigaVUE-FM CLI as a root user and execute the following command to

check the ES cluster health:

curl -XGET "http://localhost:9200/ cluster/health?pretty"

Supporting GigaVUE-FM Instances:

e When a supporting instance is added to the HA group, its system information
will not be available immediately and will be available only after a minute.

« When the HA group is upgraded, application services of the supporting
instances will be turned on automatically for upgrade and once FM HA
upgrade is completed it will be turned off automatically. Application services
will be turned off automatically irrespective of the upgrade completion status,
that is, either success or failure.

E Notes:

e For supporting instances, system information will be populated in to MongoDB as
the Application Service is down by default (scheduler populates the system
information every minute in to MongoDB). Hence any changes in the system
hostname or GigaVUE-FM version will be reflected in the GUI only after a minute.

* |In case of suspended mode, MongoDB will go into write protected mode.
Therefore, any system related updates performed in the supporting nodes will not
be reflected in the GUI.
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o |f the supporting instance is not reachable, all system related information that is
populated in the GUI reflects the previous known values and not the latest values
for Application Status, Up Time, and other system related information.

*» Whenever the application services are up and running, events will be logged in the
Events page (with the severity level - Info)

GigaVUE-FM HA Landing Page

When you login to any of the GigaVUE-FM instances of the HA group, the dashboard page
appears. Use the drop-down option in the GigaVUE-FM GUI footer available on specific
pages to view the details pertaining to that GigaVUE-FM. For example, the following pages
in the GigaVUE-FM GUI have drop-down option in the footer:

e FM Health
e |P Resolver

GigaVUE-FM Load Balancer Functionality

GigaVUE-FM instances participating in the HA group act as Load Balancers allowing better
distribution of load within the GigaVUE-FM instances. GigaVUE-FM load balancer
functionality provides the following capabilities:

» Seamless access to the GigaVUE-FM Dashboard page. Accessing any GigaVUE-FM GUI
always takes you to the Fabric Manager dashboard page after successful login. This
provides a cluster view of the GigaVUE-FM GUI rather than individual views for the active
and standby instances.

« Ability to access the available GigaVUE-FM GUI even during a failover. However, there
will be an impact to the write operation, until a new active instance takes over. For
example, when you create, update or delete any of the resources in GigaVUE-FM such as
maps, GigaSMART groups, tags, etc. during failover, then the operation will fail with the
following error message: Unable to Connect to Server.

« Enhanced distribution of load across the members of the HA group. This allows faster
response to the HTTP GET requests.

 Ability to perform backup/restore/upgrade operation from any of the GigaVUE-FM
instances.
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GigaVUE-FM Load Balancer Replaces GetDistribution Support

The GigaVUE-FM Load Balancer functionality replaces the GetDistribution support provided
in software version 5.12.00.

NoOTE: You cannot disable the Load Balancer functionality.

The following behavioral changes are observed:

e After creating, updating, or deleting resources in GigaVUE-FM the GigaVUE-FM GUI will
be updated immediately. However, if there is latency between the GigaVUE-FM instances,
the GUI will not be updated immediately. The subsequent refresh will display the updated
data.

e GetDistribution will be impacted if DNS resolution of GigaVUE-FM instances fail:

» |f active GigaVUE-FM instance DNS is unresolvable, then the load will be distributed
between the two standby instances, with an impact to the write operation.

o |f standby GigaVUE-FM DNS is unresolvable, then the load on the active instance
increases, thereby increasing the CPU and Memory Usage.

» Ifany GigaVUE-FM instance is down in the HA group, and if a APl request is forwarded to
that instance due to load balancing, then for a few seconds GigaVUE-FM GUI will not load
any data. The subsequent refresh or reload will display the updated data.

NoTE: Consider three GigaVUE-FM instances FM-A, FM-B and FM- C and that you
are logged in to the HA group with the IP address or DNS name of FM-A. When
working with the GigaVUE-FM GUI, if FM-B goes down, then the GUI will not load
any response. This is because the load balancer (FM-A in this case) has not learned
about the unreachability of FM-B instance, which will happen only during the next
periodic health check up.

¢ The rate at which the active GigaVUE-FM instance handles the HTTP Get request and its
processing will be high in case of HA upgrade when the standby GigaVUE-FM instances
are upgrading and that forces active GigaVUE-FM to handle all the HTTP Get requests. In
this case, CPU, Memory Usage will be slightly higher than the normal.

Important Recommendations

e For seamless access to the HA group, configure a DNS name that resolves to all the
GigaVUE-FM instances participating in the cluster.
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» For better user experience, the backup/restore operation must be carried out from an
active GigaVUE-FM instance.
» If you perform a restore operation from active instance, you will be notified about the
restore operational status before the GigaVUE-FM goes down.
e |f you perform the same restore operation from a standby GigaVUE-FM instance,
GigaVUE-FM GUI will go down without any notification about the restore operation to
the users.

e |f GigaVUE-FM HA upgrade fails and if the upgrade is completed manually, you must
login to the GigaVUE-FM CLI as root user and run the following command. To login as
root user, login into shell with admin credentials and type "sudo su -":

curl -XPOST "localhost:4466/fmcs/updateLoadBalancer?pretty"
Response :
{"operation":"success"}

NoTE: Contact Gigamon Technical Support if you do not see this
response.

Remove Standby GigaVUE-FM Instance

To remove or replace a standby GigaVUE-FM instance from the GigaVUE-FM HA group
follow these steps:
1. Login to any GigaVUE-FM instance.
On the left navigation pane, cIick and select High Availability.
Select the standby GigaVUE-FM instance that you want to remove from the HA group.

INEENENN

Click the ellipsis on the GigaVUE-FM instance widget in the High Availability page as
shown in Figure 38Disabling GigaVUE-FM Instance.

rajaram-dec05-fm-2 I aee |
Status ] Standj
IP Address 10.22.15.1

Software Version 5.401-BB

Systemn Uptime 02 hours, 54 mins

Figure 38 Disabling GigaVUE-FM Instance
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5. Select the Remove from group option. The selected standby GigaVUE-FM instance is
removed from the GigaVUE-FM HA group.

NOTE: The status of the GigaVUE-FM HA group changes from Healthy to At Risk. You
will not be allowed to remove the other standby GigaVUE-FM instance after the HA
status changes to At Risk.

Disassemble GigaVUE-FM High Availability Group

To completely disassemble the GigaVUE-FM HA group:
1. Login to the active GigaVUE-FM instance.

NOTE: You cannot remove an active GigaVUE-FM instance or disassemble the
GigaVUE-FM HA group by logging in from a standby GigaVUE-FM instance.

2. On the left navigation pane, click and select High Availability.
3. Click the ellipsis on the GigaVUE-FM instance widget in the High Availability page.

4. Select the Delete HA group option. The GigaVUE-FM HA group is disassembled and
each of the GigaVUE-FM instances become standalone GigaVUE-FM instances.

NoOTE: Executing the above steps not only disassembles the GigaVUE-FM HA group,
but will also revert the standalone GigaVUE-FM instances to their default database.
The managed devices will be removed and GigaVUE-FM settings will be reset to the
default values.

If you cannot access the active GigaVUE-FM instance's GUI, use the following CLI
command in all the GigaVUE-FM instances to disassemble the HA group:
[opt/fmcs/bin/fmcs leave force

Before disassembling the instances, take a backup of the configuration. After the
GigaVUE-FM instances are disassembled from the HA group, the configurations present
in the instances will be completely removed.

GCigaVUE-FM High Availability States

The GigaVUE-FM HA state depends on the status of the three GigaVUE-FM instances. The
following table lists the various states of the GigaVUE-FM HA group. You can view the HA
group state frorm Administration > High Availability in the GigaVUE-FM GUI.
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Table 6: High Availability States

Number of GigaVUE-FM Description
Instances
Healthy Three GigaVUE-FM instances are up One GigaVUE-FM instance is in active state.
and running Other two instances are in standby state.
At Risk Two GigaVUE-FM instances are up One GigaVUE-FM instance is in active state.
and running Another GigaVUE-FM instance is in standby
state.

The third GigaVUE-FM instance has either
not joined the HA group or has left the HA

group.

NOTE: You must recover the standby
GigaVUE-FM instance with in 3 days (72
hours). Failure to do so will cause the
instance to move out of the High
Availability group.

Incomplete One GigaVUE-FM instance is up and Only one GigaVUE-FM instance is in active
running state.

The other two GigaVUE-FM instances have

either not joined the HA group or have left
the HA group.

Standalone One GigaVUE-FM instance is up and HA is not configured on the GigaVUE-FM
running instance.
Suspended Two or more GigaVUE-FM instances HA is configured, but an active GigaVUE-FM
are up and running instance is yet to be elected.
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? Node is accessible again HA State: At Risk

I One node is unreachable Node 1 Node 3

Standby

Node 1 Node 2 Node 3

Standalone Standalone Standalone

HA State: Healthy

Second node Second node is
recovers unreachable
CreategAN(;;c;u? Dlsable HA Node 1 Node 2 Node 3
Active Standby Standby

HA State: Incomplete

Node 1 Node 2 Node 3 H A Group oroated HA State: Suspended
Active Not Joined Not Joined

Nodes unable
to communicate

Node 1 Node 2 Node 3
Unknown Unknown Unknown

Connectivity restored

Figure 39 High Availability States

Failover Mechanism

The active GigaVUE-FM instance in the high availability group may fail at times resulting in
one of the standby instances to take over and become the active instance. This process is

called failover.

The following table provides the reasons for failover:

Reason for Failover Description

Reloading the active GigaVUE-FM | An active GigaVUE-FM instance is reloaded (using the Reboot option) to
instance bring back the HA group to healthy state again.

Planned downtime of the active An active GigaVUE-FM instance is brought down due to various reasons,
GigaVUE-FM instance for example to upgrade to a newer software version.

GigaVUE-FM High Availability Scenarios

The High Availability page ( On the left navigation pane, cIick and select High
Availability.) displays the current state of the GigaVUE-FM HA group. When a failover occurs,
the HA group state changes in the GUI.

The following table lists the GUI changes for the various scenarios:
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Scenario

Changes in GUI

What happens to the High
Availability page immediately
after a failover?

The High Availability page may not update immediately or may not show
all the GigaVUE-FM instances.

NoTE: Refresh the page after a minute to view the new active
GigaVUE-FM instance. However, the page will get updated
automatically after 5 minutes.

What happens to an active
GigaVUE-FM instance when it fails
(either by itself or if failover is
triggered manually)?

e One of the standby GigaVUE-FM instances changes to the active state.
The GigaVUE-FM instance that was initially in the active state changes
to the standby state. It takes a few seconds for this transition.

e The GigaVUE-FM GUI of the new active instance will have all the
menus and dashboards.

What happens to the GigaVUE-FM
instances that were previously in
standby state?

e One of the standby GigaVUE-FM instances changes to the active state
e The other standby GigaVUE-FM instance remains in the standby state.

What happens to the embedded
devices when a new Active
instance takes over?

There are no changes to the devices except that they are being managed
by the new active GigaVUE-FM instance.

How do you trigger a failover?

Click on the 'Reboot' option on the current active GigaVUE-FM instance
to trigger a failover.

Troubleshoot GigaVUE-FM High Availability Issues

Use the following table to troubleshoot issues that you might encounter while working with

the HA feature.

Problem Solution

Unable to add a license to
GigaVUE-FM HA group after a
failover

Reason: Using the MAC Address
in the About page to generate the

Always use the Challenge MAC Address in the Licenses page of the
active GigaVUE-FM instance to generate licenses. Add the licenses to the
HA group.
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Problem Solution

license

Unable to join the GigaVUE-FM Always logout of GigaVUE-FM after changing the password and login
HA group after changing the again with the new password before joining the HA group.

password

Reason: Not logging out of
GigaVUE-FM after changing the
password and before joining the
HA group

Orchestrated Upgrade of GigaVUE-FM Instances in HA Group

Orchestrated upgrade of GigaVUE-FM instances in a High Availability group is similar to
upgrading a standalone GigaVUE-FM instance. You can upgrade using an image that is
located on an external image server, or you can use GigaVUE-FM as the image server. Refer
to the Upgrade GigaVUE-FM section in the GigaVUE-FM Installation and Upgrade Guide for
more details.

NoTE: Orchestrated Upgrade of GigaVUE-FM instances in a HA group is supported
from software version 5.10.01. For GigaVUE-FM software version 5.10.00 and above, it is
recommended only to use the orchestrated upgrade procedure to upgrade the
GigaVUE-FM instances in a HA group.

Prerequisites

Before upgrading the GigaVUE-FM instances in a High Availability group, ensure the
following:

» The High Availability group must be in a healthy state.
* The latency between the GigaVUE-FM instances must be less than 100ms.

* The config disk space allocated to GigaVUE-FM must have a maximum sustained transfer
rate of above 100MB/s. A low disk rate impacts both file sync and installation.

Steps

To upgrade the GigaVUE-FM instances in a High Availability group from the GUI, click the
Upgrade option from the User icon. Always trigger the upgrade from the active GigaVUE-
FM instance.
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The following is the sequence of events that occur in the background:

1. Active GigaVUE-FM Instance: Software image download process is triggered and the
image is downloaded.

2. Active GigaVUE-FM instance: Syncs and copies the downloaded image with one of
the standby GigaVUE-FM instances - the first standby GigaVUE-FM instance.

3. First Standby Instance: Image is synced and the standby instance will get upgraded
first and rebooted.

4. Second Standby Instance: Image is then synced by the second standby instance and
the second standby instance will get upgraded and rebooted.

5. Active GigaVUE-FM Instance: Once the standby instances are upgraded, the active
GigaVUE-FM will start to upgrade and will be rebooted.

6. A new active GigaVUE-FM instance will be elected while the active GigaVUE-FM
reboots.

NOTE: As orchestrated upgrade is a background process, device management tasks
will be carried out seamlessly. The overall time consumed for the upgrade process is
around 60 minutes and the total management loss time during orchestrated
upgrade is around 1 minute. This is the time required to elect the new active
GigaVUE-FM instance when the current active GigaVUE-FM instance reboots post
upgrade.
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